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ABSTRACT

We study algorithms for efficient compression and decompression of a sequence of integers on modern hardware. Our focus is on universal codes in which the codeword length is a monotonically non-decreasing function of the uncompressed integer value; such codes are widely used for compressing “small integers”. In contrast to traditional integer compression, our algorithms make use of the SIMD capabilities of modern processors by encoding multiple integer values at once. More specifically, we provide SIMD versions of both null suppression and Elias gamma encoding. Our experiments show that these versions provide a speedup from 1.5x up to 6.7x for decompression, while maintaining a similar compression performance.

1. INTRODUCTION

The need for efficient integer compression arises in a variety of data processing tasks. Traditional database management systems use compression to reduce the I/O cost of reading data from disk [1][8][11][12]. Some of the more recent database systems store almost all of the data in main memory [10] and heavily rely on compression techniques that provide a good compression ratio and efficient decompression. Moreover, many of the popular serialization frameworks—including Google’s protocol buffers and Apache’s Avro—make use of integer compression for both data and metadata.

In all those applications, compression serves two purposes: It decreases the space required to store the data and it decreases the cost required to transfer the data (e.g., across the network, into the main memory, into the CPU cache). Thus, within a fixed amount of time, more data can be read or written when compression is used than when it was not used. In order to translate these savings in data transfer cost into faster data processing, the (de)compression algorithm (1) has to be able to keep up with the amount of data it receives, and (2) has to leave enough resources for the actual computation. For this reason, efficient (de)compression is key to good overall performance.

There are two different approaches to speed up compression algorithms. The first approach is to utilize pipelining in order to increase the instructions per cycle (IPC) of compression algorithms. For example, Zukowski et. al. [15] propose a lightweight compression technique that avoids branches in performance-critical computations. As a consequence, the pipelining capabilities of modern processors are used more efficiently. The second approach is to use the SIMD capabilities for Single Instruction Multiple Data—of modern CPUs and to parallelize compression algorithms. Wilhelm et. al. [13] show how to improve the performance of bit unpacking—i.e., expanding fixed-length bit strings into machine word length—using SIMD instructions. Unfortunately, SIMD opportunities often cannot be automatically identified by compilers because, in most cases, the compression algorithms have to be modified to avoid issues with data organization and data alignment that plague a naïve parallelization.

In this paper, we describe how to exploit SIMD instructions to derive parallel versions of two well-known integer compression techniques: null suppression [11][12] and Elias gamma encoding [3]. Both algorithms work by assigning short codewords to small integer values and long codewords to large integer values; no knowledge about the actual data distribution is required. In applications, such techniques are used to compress datasets that consist of mostly small integers. For example, null suppression is frequently used in database systems, both row stores [12] and column stores [1]. Elias gamma encoding is a popular choice for compressing sparse bitmaps such as bloom filters [2] and bitmap indexes [8], as well as integers in inverted indexes [14].

A major drawback of both null suppression and Elias gamma encoding, however, is that even highly-tuned sequential implementations are expensive and lead to a significant performance penalty. We show that by using SIMD instructions to compress or decompress multiple integers at once, these penalties can be reduced or completely avoided. Our algorithms have been designed explicitly for SIMD processing; they differ from the sequential algorithms in terms of in-memory data structures and layout of the compressed data. We refer to our algorithms as k-wise null suppression and k-gamma encoding, where k refers to the degree of parallelism.

We evaluated our compression techniques on three different processors: the Intel Core i7, the AMD Phenom, and the PPE of an IBM Cell Broadband Engine. Our experiments
indicate that our SIMD algorithms have a compression ratio that is on par with or close to the sequential algorithms but allow for significantly faster decompression. In fact, our algorithms can have up to 6.7x the throughput of the corresponding sequential versions.

2. PREREQUISITES

The main observation exploited by universal compression of small integers is as follows: For all small integers, most of the space is used for storing leading zero bits. For example, consider the binary representation of the number 100 as a 32-bit integer value:

\[00000000 00000000 00000000 01100100\]

There are 25 leading zero bits and only 7 bits that carry data.

In this paper, we are interested in compressing a sequence of small integers. If the maximum value in the sequence is known to never exceed 255, the sequence can be compressed by only storing the least-significant byte of each element. Knowledge of the exact distribution of the integer values leads to even better codes. If, however, neither an upper bound nor the distribution of integers can be provided, universal codes come to the rescue. They encode integers with variable-length codewords: Small values have short codewords, large values have long codewords. In the remainder of this section, we review two prominent examples of such codes: null suppression and Elias gamma. We focus on compression of 32-bit integers; our discussion naturally extends to longer integers.

2.1 Null Suppression

The idea behind null suppression is to substitute null values for zero or close to zero sequential versions. Instructions of one or more SIMD registers. Instructions of interest include bit-shifting the elements in one SIMD register as well as combining the elements in multiple SIMD registers by applying a logical function.

Finally, horizontal instructions act across the elements of a SIMD register. The key horizontal instruction exploited in one of our algorithms is the byte permutation instruction (also called shuffle), which permutes the bytes of one (SSSE3) or two (Altivec) input vectors according to a given permutation vector.

3. PARALLEL INTEGER COMPRESSION

In this section, we present SIMD versions of null suppression and Elias gamma encoding. We first discuss alternatives for data layout and then describe the algorithms in detail.

Elias gamma cannot encode 0. If the data contains zeros, one may encode \(x + 1\) instead of \(x\).

Some instructions sets (e.g., SSE4A, SSE4.1) provide insert and extract instructions for loading and storing single values of a SIMD register, in which case there is no need for mask instructions.
3.1 Layout of Compressed Data

The layout of the compressed data plays an important role in our compression techniques. In contrast to uncompressed data, codewords have a variable length and thus require storage of length information. This poses challenges for parallel decompression (of k codewords). First, we have to make sure that all k codewords can be loaded efficiently into a single SIMD register. Second, the length information of the k codewords has to be organized in a way amenable to parallelization.

There are two alternative ways to address the first issue: a horizontal data layout and a vertical data layout, see Figure 1. For both layouts, we describe how to load k codewords from memory and distribute them across the elements of a single SIMD register for further processing. In a horizontal data layout, the k codewords are stored successively in memory. This facilitates loading (and storing) compressed data using a single unaligned load/store instruction, but distributing the k codewords into the k elements of the SIMD register requires data permutation. In contrast, in a vertical data layout, each of the k codewords is stored in a different memory word. Thus, after loading, the data is already distributed across the k elements of the SIMD register and data permutation is avoided. However, successive codewords may reside in non-successive memory locations so that up to k load/store instructions are required to access all k compressed codewords.\footnote{Scatter/gather instructions may solve this problem, but none of the available processors supports these instructions.}

Parallel decompression requires knowledge of the length information (effective byte length or effective bit length) of all k codewords. In a horizontal data layout, the length information of k codewords should be combined and stored before the k codewords themselves. Otherwise, parallel decompression is not possible because the location of the i-th codeword is known only after the i-th codeword has been decompressed. For a vertical data layout, the length information could be stored in front of each codeword. In general, however, it is advantageous to separate length information and codewords.

3.2 k-Wise Null Suppression

Recall that in null suppression, a 32-bit integer is compressed by storing both a 2-bit compression mask and the effective bytes of the binary representation of the integer. To parallelize this procedure, we are working on k integers at once. Suppose that the k integers are stored in a single SIMD register. Treating the register content as a single sequence of bytes, compression amounts to removing leading zero bytes, while decompression amounts to reinserting leading zero bytes. Our algorithm is based on the observation that both operations can be implemented with a horizontal byte permutation instruction.

Denote by $z_1, z_2, \ldots, z_k$ the number of leading zero bytes of each of the k integers, respectively, where $0 \leq z_i \leq 3$ for 32-bit integers and 128-bit SIMD registers. There are four possible values for each $z_i$ and thus 4\(^k\) possible cases for the location of the leading zero bytes in the entire SIMD register. The removal of these zero bytes can be seen as a permutation that moves the effective bytes to the front and the leading zero bytes to the end.

To efficiently perform this permutation, we make use of a SIMD byte permutation instruction. The instruction takes as input two SIMD registers: one containing the bytes to be permuted and one containing a permutation mask. Computation of the permutation mask is expensive, but since there are only 4\(^k\) different permutation masks of interest (256 for $k = 4$), we can precompute and store them in a permutation lookup table. The table is indexed by the combined compression mask, which is formed by concatenating the 2-bit binary representations of the $z_i$. To determine the total length of the compressed values, we make use of a separate length lookup table, which is indexed in the same way. The compressed data is stored using a horizontal data layout so that a single store instruction suffices for writing the compressed codewords to memory.

The compression process is illustrated in Figure 2 for four 32-bit integers (shown in a hexadecimal representation). Effective bytes are shaded gray. Note that the least-significant byte of the second integer is considered an effective byte—even though it is zero—because at most three leading zero bytes are removed. The combined compression mask B7 (hexadecimal) is given by concatenating the binary representations of $z_1 = 2$, $z_2 = 3$, $z_3 = 1$, and $z_4 = 3$. The corresponding permutation mask is shown at the top of Figure 2 and the result of the permutation is shown below the uncompressed values. Note that permutation of the zero
bytes is not necessary because the permutation instruction (of almost all instruction sets) writes zero bytes into the result vector if the corresponding entry in the permutation mask is set to 80 (hexadecimal).

The entire compression algorithm consists of the following three steps: (1) Use \( k \) count-leading-zeros instructions on the \( k \) uncompressed values, then shift and combine the results to determine the combined compression mask. (2) Perform the corresponding permutation. (3) Store the combined compression mask followed by the compressed integers by using an unaligned store instruction. Decompression is performed in a similar fashion, but the permutation lookup table contains permutations that “reinsert” zero bytes. Figure 3 illustrates this process.

### 3.3 k-Gamma Encoding

Elias gamma requires a more substantial change of the algorithm in order to make parallelization effective. This is because neither a horizontal nor a vertical data layout can efficiently handle variable-length codewords preceded by their individual length information; see the discussion in Section 4.1. To fix this, we modify Elias gamma encoding by using shared length information for each block of \( k \) integers. Within a block, each value is therefore encoded using the same number of bits. We refer to this encoding as \( k \)-gamma encoding.

The shared codeword length, called shared prefix, can lead to either an increase or decrease of the compression ratio. To see this, set \( k = 2 \) and consider the following two blocks of integers: (7, 1) and (7, 6). The effective bit lengths of the integers are (3, 1) and (3, 3), respectively. Elias gamma encoding uses 6 bits for the first block and 10 bits for the second block. In contrast, 2-gamma encoding uses the same codeword length for each integer within a block; this codeword length is given by the maximum effective bit length of the integers in the block. In our example, both blocks have a codeword length of three bits. The shared prefix (2 bits) needs to be stored only once so that each block is encoded using 8 bits. The relative compression ratio of Elias gamma and \( k \)-gamma encoding thus depends on the data; see also Section 4.4.

Our algorithm is divided into two parts: (1) Obtain the shared length information and (2) construct the \( k \)-gamma words. The implementation of both parts can be done without any branches or loops; only parallel shift, load, and store instructions are necessary. The shared codeword length is determined using a scalar count-leading-zero instruction on the result of a logical OR of the \( k \) integers. The codewords are stored in a vertical layout, but the shared prefixes are stored in a separate memory area. This has the advantage that all memory accesses are aligned.

Each shared prefix consists of a (possibly empty) sequence of zero bits followed by a one bit; this bit serves as separator from the next shared prefix. In contrast to Elias gamma, usage of a separator bit allows us to encode 0. There are two different ways to do this. The first way is used by \( k \)-gamma encoding: The length of the shared prefix denotes the maximum number of effective bits of the \( k \) values. When \( k \) \( 0/1 \) values are encoded, the shared prefix and the \( k \) codewords together require \( k + 1 \) bits (recall that the 0 value has one effective bit). An alternative way, which we refer to as \( k \)-gamma encoding, is to let the length of the zero bit sequence of the shared prefix denote the maximum number of effective bits of only the non-zero values. If all values are 0, only the separator bit has to be stored and the zero bit sequence of the shared prefix has length zero. Example codewords for \( k \)-gamma as well as \( k \)-gammak0 encoding can be found in the appendix.

Figure 4 illustrates the memory layout of an example with 4 codewords for Elias gamma, 1-gamma, 2-gamma, and 4-gamma encoding. Elias gamma encoding—shown at the top of Figure 4—stores prefix and value of each codeword together. \( k \)-gamma encoding stores shared prefix and the values separately. While each value has its own prefix for 1-gamma encoding, two or four values share a prefix when 2-gamma or 4-gamma encoding, respectively, is used. Furthermore, each of the \( k \) values of a block starts at the same relative bit address in their memory word (e.g., \( v_3 \) and \( v_4 \) in words 0x00 and 0x04). In our actual implementation of \( k \)-gamma encoding, we split the memory into smaller chunks. The codewords grow forward from the start of each chunk and the shared prefixes grow backwards from the end of the chunk.

### 4. EXPERIMENTAL EVALUATION

We conducted a variety of experiments to gauge the performance and compression ratio of both the sequential and the SIMD versions of integer compression. We found that parallel processing is between 1.5x and 6.7x faster than sequential processing.

#### 4.1 Test Setup

Experiments were conducted on a variety of different processors: the Intel Core i7-920 processor (2.67GHz), the AMD Phenom (2.8GHz), and the PPE of an IBM Cell Broadband Engine (3.2GHz). Linux was used as operating system. We implemented both sequential (Seq) and parallel (SIMD) versions of null suppression and gamma encoding. The algorithms were implemented in C and compiled using gcc, and intrinsics were used for SIMD instructions. To ensure fair comparison, all implementations are hand-tuned: Both the sequential and the SIMD versions make extensive use of the available instruction set for efficient processing. For null suppression (both versions), we manually unrolled loops to avoid data dependencies by storing 4 compression masks followed by 16 compressed integers.

*Growth is reversed for processors using the big-endian format.*
We generated synthetic datasets consisting of 32-bit integers in the interval \([1, 2^{32} - 1]\). The integers follow a Zipf distribution with Zipf parameter \(z\). A parameter of \(z = 0\) corresponds to a uniform distribution (no compression possible), while parameter values of \(z > 1\) represent distributions that are heavily skewed towards small integers. Figure 5(a) illustrates the expected codeword length for the different compression algorithms and varying values of \(z\). As can be seen, compression is beneficial for datasets that consist of sufficiently many small integers \((z > 0.75)\). In this region, parallel Elias gamma has a slightly lower compression ratio than the sequential version. Our experiments indicate that this small loss in compression ratio is offset by large gains in decompression performance.

We generated two datasets of 32MB for each compression algorithm: a dataset with low compression potential and a dataset with high compression potential. We then measured the bandwidth—i.e., the amount of uncompressed data that can be processed per second—of three different tasks: (1) compression, (2) decompression, and (3) decompression with aggregation. The first and the second task involve loading uncompressed/compressed values from main memory and storing of compressed/uncompressed values back into main memory, respectively. The third task reads compressed values from main memory and sums them up, i.e., it does not put the uncompressed data back into main memory.

### 4.2 k-wise Null Suppression

As mentioned previously, we manually unrolled the loops of both versions of null suppression to avoid data dependen-

![Figure 5: Experimental results](image)

---

We measured no noticeable effect on the performance of the sequential algorithm, but the parallel algorithm performs best for \(b = 4\) consecutive compression masks followed by 16 compressed integers. Thus we used \(b = 4\) for all our experiments.

As a baseline for comparison, we measured the bandwidth of all three tasks when working on uncompressed integers. The compression and decompression tasks then reduce to a simple `memcpy` operation. We implemented a sequential `memcpy` operation, which was a few percent faster than the corresponding library function, as well as a parallel `memcpy` function using SIMD instructions. Similarly, the decompression and aggregation task reduces to an array sum. The sequential version of this task was the only function that was automatically parallelized by the gcc compiler; we thus explicitly deactivated the SIMD instruction sets to enforce sequential processing.

For null suppression, we set \(z_{\text{low}} = 0.8\) and \(z_{\text{high}} = 1.25\) for the datasets with low and high compression potential, respectively (cf. Figure 5(a)). The corresponding compression ratios are 95% and 38%.

Figure 5(b) shows the bandwidth in MB/s achieved on the Intel i7 processor. Each group of bars corresponds to one task, and each individual bar corresponds to a specific version of the algorithm ("Seq" or "SIMD") and a specific dataset ("low", "high", or "none" for the baseline). As can be seen, parallel compression is only slightly faster than sequential compression; this is due to the sequential count-
Parallel decompression is about 2x faster. As before, the shift instructions. Compression with 4-gamma encoding is memcpy baseline, which parallel compression is slightly less efficient than sequential compression so that, in practice, one should always use the sequential version. For decompression, the parallel version is 1.7x to 1.8x faster than the sequential version. Higher speed up is achieved for the aggregation task, where the parallel version is between 2.3x and 3.8x faster than the sequential version.

No experiments have been performed on the Phenom processor because it does not provide a SIMD byte permutation instruction.

### 4.3 Gamma Encoding

In the second set of experiments, we compared Elias gamma and 4-gamma encoding (both versions). Since gamma encoding has a different compression ratio than null suppression, we used different data distributions and set $z_{low} = 1.1$ and $z_{high} = 1.75$. For Elias gamma, which cannot encode zero values, we increase every value by one before encoding (not included in execution time measurement). This increase is not necessary for k-gamma encoding.

Table 1 lists the compression ratios of all three algorithms (the best compression ratio for each dataset is highlighted). Elias gamma achieves better compression ratios than 4-gamma encoding for the original datasets. If the datasets are sorted, however, 4-gamma encoding achieves better compression ratios than Elias gamma encoding. Clustering of similar values improves the compression ratio of k-gamma encoding because the shared prefix more closely matches the actual effective bit lengths. Comparing 4-gamma and 4-gamma$_{null}$, the former has slightly better compression ratios for sorted datasets and datasets with low compression potential, while the latter achieves better compression ratios for sorted, highly compressible datasets.

Our bandwidth measurements have been performed on the sorted datasets using the Elias gamma algorithm and the 4-gamma algorithm. The results for the Intel i7 processor are shown in Figure 5(c). Bitwise processing has a high impact on bandwidth. Depending on the dataset, sequential compression reaches at most half the memcpy baseline, while sequential decompression reaches at most a quarter of the memcpy bandwidth. Compression is faster because it requires only one instead of two store operations and less shift instructions. Compression with 4-gamma encoding is between 1.75x and 2.35x faster than the sequential version. Parallel decompression is about 2x faster. As before, the best bandwidth improvements are achieved in the aggregation task, where the parallel version reaches a speedup of 4.1x.

Figure 5(d) shows the results on the Cell PPE. Similar to the Intel i7 results, compression is almost always faster than decompression for the same reasons. In more detail, parallel compression is about 1.7x to 2.4x faster than sequential compression. Interestingly, for the high potential dataset, the compression task of 4-gamma encoding is about 1.2x faster than the compression task of null suppression (cf. Figure 5(c)) and is roughly as fast as the memcpy baseline. This is mainly caused by the reduced sequential fraction of the 4-gamma compression function; only one instead of four count-leading zero instructions are required. Nevertheless, decompression using 4-gamma encoding is slower than decompression using k-wise null suppression, but it is still 3.6x to 3.8x faster than decompression using sequential Elias gamma. Finally, the highest speedup is achieved for the aggregation task; 4-gamma encoding is 5.5x to 6.7x faster than Elias gamma.

The results for the Phenom processor are similar, see Figure 5(d). We achieved the following speedups with 4-gamma encoding: for the compression task 1.7x to 2.2x, for the decompression task 2.2x to 2.4x, and for the aggregation task 4.1x to 4.4x.

### 5. SUMMARY

We presented k-wise null suppression and k-gamma encoding, which are parallel integer compression techniques that utilize the SIMD capabilities of modern processors. Our experiments indicate that parallelization is highly effective. Compared to sequential versions, a speedup of 1.5x up to 6.7x is achieved. We expect further performance gains from wider SIMD registers, which will be supported in future processor generations. Today, our parallel versions are on par with uncompressed processing in many cases. This makes our algorithms attractive in practice, particularly for applications that require a large amounts of memory and a high memory bandwidth.

### 6. REFERENCES


Table 2: Example codewords

(a) $k$-gamma

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$p_{1-2}$</th>
<th>$v_1$</th>
<th>$v_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>01</td>
<td>10</td>
<td>00</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>01</td>
<td>10</td>
<td>01</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>01</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>01</td>
<td>11</td>
<td>00</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>01</td>
<td>11</td>
<td>01</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>01</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>01</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>001</td>
<td>100</td>
<td>000</td>
</tr>
</tbody>
</table>

(b) $k$-gamma$_0$

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$p_{1-2}$</th>
<th>$v_1$</th>
<th>$v_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>01</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>01</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>001</td>
<td>10</td>
<td>00</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>001</td>
<td>10</td>
<td>01</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>001</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>001</td>
<td>11</td>
<td>00</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>001</td>
<td>11</td>
<td>01</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>001</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>001</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0001</td>
<td>100</td>
<td>000</td>
</tr>
</tbody>
</table>

APPENDIX

In this section, we give example codewords for $k$-gamma encoding and $k$-gamma$_0$ encoding for $k=2$. Table 2 shows input values $x_1$ and $x_2$, the corresponding codewords $v_1$ and $v_2$ and the shared prefix $p_{1-2}$ (including the separator bit). Note the difference in encoding input blocks that consist of only zero-or-one values.