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Abstract

In data-centric environments, for example, in the field of scientific computing, the transmission of large amount of structured data to Web services is required. In service-oriented environments (SOA), the Simple Object Access Protocol (SOAP) is commonly used as the main transport protocol. However, the resulting 'by value' data transmission approach is not efficiently applicable in data-centric environments. One challenging bottleneck of SOAP arises from the XML serialization and deserialization when processing large SOAP messages. In this paper, we present an extended Web service framework which explicitly considers the data aspects of functional Web services. Aside from the possibility to integrate specialized data transfer methods in SOA, this framework allows the efficient and scalable data handling and processing within Web services. In this case, we combine the advantages of the functional perspective (SOA) and the data perspective to efficiently support data-centric environments.

1. Introduction

Web services (WS) are independent software components exposed on the Web, supporting the interoperable machine-to-machine interaction via Internet. Fundamentally, Web services are considered black-box components, since they do not offer any information on how they work; they only expose information on the structure of parameters or data they expect as input and return as result. The advantages of Web services are their interoperability, the XML-based self-descriptive interfaces and the seamless usage with established Internet protocols such as the HTTP protocol.

In service-oriented environments, the Simple Object Access Protocol (SOAP) is commonly used for the communication with and between Web services. According to the client/server paradigm, clients (service requestors) perform a Web service invocation by passing SOAP messages to a server hosting the corresponding service. These messages include a reference to the target service to invoke as well as any number of parameters and data to be transmitted to the service. Reply messages may be transmitted either synchronously or asynchronously from the server back to the client. The SOAP protocol defines an XML-based format for the messages to be used in a Web service invocation.

Various application areas, like business-to-business communication, enterprise application integration, e-Science or service-oriented computing, have implemented Web services. In many of those application scenarios, an exchange of large amounts of structured data between Web services is required. Embedding such massive structured data sets in SOAP messages is possible but not a suitable solution from the performance perspective.

Consider the following example: A service requestor manages its own massive data sets in a local data management system, e.g. in a relational database system. On a subset of these data, an analysis function should be applied and a Web service should offer the required analysis function. To use such a Web service, the service requestor has to extract the data from the data management system in order to be able to transfer them in XML-marshaled SOAP messages to the Web service. The Web service deserializes the incoming SOAP messages and inserts the contained massive data set into the local database system before the processing starts. This procedure is typical in data-centric environments, since it cannot be taken for granted that the received data can be managed in the main memory during the whole processing time.

Based on this example, we investigated the transfer time of the SOAP approach between the service requestor and the Web service. In this experiment, we transmitted 50,000 tuples with different numbers of columns, where each column included string values of length 60. The measured transfer times includes the times for (1) the data extraction from the database system, (2) the transfer of the SOAP message from the requestor to the service, and (3) the insertion of the received data into the database system. Figure 1(a) depicts the transfer times for the different numbers of columns. As we can see, the transfer time increases with the complexity.
of the data structure (more columns). The distribution over the essential transfer steps is depicted in Figure 1(b). As illustrated, the pure SOAP transfer, including XML serialization and deserialization at the requestor and the service, causes up to 90%. This experiment confirms the following well-known drawbacks of SOAP:

1. When the data, and thus the SOAP message structure, get more complex, the performance of the SOAP transmission gradually gets worse compared to large messages with simple structures [3, 13, 16].

2. The process of XML serialization and deserialization represents a bottleneck when processing large SOAP messages, since the XML processing is a time- and main-memory-consuming process [3, 13, 16].

If the Web service exposed that a database system is used, the service requestor could apply more specialized, and therefore more efficient, data propagation tools, like ETL or replication. In the database area, the Extract-Transform-Load (ETL) system [17] is such a specific approach. ETL systems are designed to extract data from various systems, apply transformation rules on data and load those transformed data into a different database system. In our experiment, we used an ETL system for the exchange of data between the database systems of the service requestor and the Web service. Figure 1(a) depicts the resulting transmission times. As Figure 1(c) illustrates, we obtain a transmission speedup of up to 16 compared to the SOAP approach.

Since the performance is an important factor in many application areas, an integration of such data-specialized propagation approaches would be beneficial. In this case, the following challenges arise: (i) creation of data-grey-box Web services offering more information on the data persistence aspect within the service and (ii) the integration or triggering of data propagation tools in the Web service invocation process.

Our Contribution: In this paper, we present an extended Web service framework which explicitly considers the data aspects of functional Web services. Aside from the possibility to integrate specialized data transfer methods in Web service environments, this framework allows the efficient and scalable data handling within Web services.

Our description focuses on Web services with a dynamic data aspect. Such services receive massive data sets on which they apply the provided functionality. Furthermore, they may return a large amount of structured data. In detail, we discuss the following points:

1. We introduce a data framework that will be responsible for the handling of massive data sets within Web service environment. This concept oversees the complete management of the data aspect.

2. Based on the first concept, we enhance the Web service interface with special properties for the transfer of large amounts of structured data. The new Web service interface offers all necessary data-related information.

3. Finally, we present the interaction between Web service invocations and specialized data propagation tools. In this paper, we focus on database technologies.

The remainder of the paper is structured as follows: In the following section, we review related work to distinguish our work from previous research activities. Our new data framework is introduced in Section 3, followed by a description of our new Web service interface and the invocation process in Section 4. A detailed performance evaluation is described in Section 5. We conclude our paper with a summary and an outlook on future work.

2. Related Work

Recently, the performance of the SOAP protocol has received a lot of attention from the research community as well as from the industry. One prominent technique to enhance the performance is caching at the client site, server site or in dedicated hardware components [1]. Other techniques try to reduce the network bandwidth requirement by using compression [2]. Binary XML or binary metadata [18]. All applied compression techniques, like gZip, XMll and Millau [6], produce high compression ratios. In [13], a Table-Driven XML approach (TDXML) is proposed offering...
a more compact message size, a simpler message structure and easier access to individual elements when compared to SOAP. The drawback of such methods in data-centric environments is that structured data is exchanged on a functional application level instead of triggering a data-level transfer method.

SOAP messages with Attachments (SwA) are another possibility to avoid the inefficiency of XML, i.e. requiring more bandwidth, more storage and more processing power than equivalent binary implementations. There are two approaches for SwA: MIME (Multipurpose Internet Mail Extension) and DIME (Direct Internet Message Encapsulation). Both of them define an abstract model for SOAP attachments and the mechanism for encapsulating a SOAP message and zero or more attachments in either MIME or DIME messages. Attachments are applied to the encapsulation of binary data in the form of image files and encapsulation of other XML documents as well as XML fragments [8]. An application to structured data is not practical, since all schema specifications will be lost.

Moreover, Patcas et al. [14] integrated a Data-Flow Distribution Protocol for Web Services (DFDP-WS) into the Web service stack. Their application area is the Business Process Execution Language for Web services (WSBPEL) and they want to establish a decentralized data-flow model. The proposed protocol is used to encapsulate both control-flow information and data in the messages it carries. The focus is similar to us, but the data propagation is still done with an SOAP-like protocol approach, while we present an flexible approach to integrate various existing data propagation tools.

The problem of data access and data sharing across various Web services has also been examined in the Grid approach. In this special environment, the OGSA-DAI framework has been established to produce common middleware allowing uniform access to data resources using a service-based architecture [12]. The produced Grid Data Services allow consumers to discover the properties of structured data stores and to access their contents. Aside from the access to structured data, the OGSA-DAI framework offers the possibility of moving data between services with gridFTP [12].

Moreover, the database research community has paid a lot of attention to the field of data exchange between different database systems. A well-known method is the ETL (Extract-Transform-Load) approach, loading data from different data sources into a common data warehouse [17]. Such ETL processes consist of three parts: (1) extraction of data from the different source systems, (2) application of a series of rules and functions to the extracted data to derive the data to be loaded, and (3) loading of the data into a data warehouse system. This ETL approach is a data-specialized technique to efficiently transmit structured data to various different data management systems, e.g. relational or XML database systems. A further popular data propagation method is replication [10]. In database systems, this is used to provide redundancy or to balance the load across multiple database servers.

3. Data Framework within Web Services

As already mentioned, we focus on Web services with a dynamic data aspect here. Such services are characterized by receiving massive structured data sets with additional functional parameters, applying the provided functionality and returning the result to the service requestor. This result can also be a large amount of data. Typical examples are analysis services, e.g. from the data mining area. As our ongoing example, we use a Web service implementing the $k$-means [4] clustering algorithm. This is an algorithm to cluster objects into $k$ partitions based on attributes. As input, the function expects a number of data points ($n$-dimensional) and a parameter $k$. The Web service returns as result the data points with an additional attribute indicating if data points belong to the same partition.

Such data-intensive Web services typically require a local database system for the processing of the received data, since it cannot be taken for granted that all data can be managed in the main memory during the whole processing time. A further advantage of using a database system is that such systems usually offer efficient methods for the processing of massive data sets, which can be exploited then [9].

An important general property of Web services is that for each invocation a new instance will be created, and therefore, several Web service instances can run in parallel. Having regard to that we use a database, the dynamic data aspect has to be put in correlation with the corresponding Web service instance, which then affects the handling of the database system.

3.1. Framework Description

In order to allow the efficient and scalable handling of both input and output data within Web services in a standardized way, we introduce our data framework for Web services. We still assume that the data exchange with the service requestor is done via SOAP messages. Our framework consists of the following two essential components:

1. An abstract, object-oriented access interface, which allows unified access to different data sources, such as relational databases, XML databases or even CSV and XML files.

2. A coordinator responsible for the management of the access interface and the available database systems. In general, the coordinator is the central control instance.

We realize the abstract access interface with the help of the Service Data Objects technology (SDO) [15]. The SDO technology is an object-based specification for unified access to different data sources, like databases, files or EJBs.
In this paradigm, an application works on a data graph containing one or more data objects. This data graph is a tree-like connection of concrete data object instances. SDO mediators represent the mappings of the data graphs to various data sources. In order to do so, a variety of techniques may be employed, e.g. EJB or JDBC, allowing flexible storage strategies.

Aside from this abstract data access interface, we introduce a coordinator (Data Container Administrator Service, DCAS), which is responsible for the handling of the complete management of the data aspect. The management tasks cover: (i) the correlation of the data with the Web service instance, (ii) the appropriate preparation of the data source, e.g. the creation of tables based on the input and output schemas, and (iii) the dynamic instantiation of the SDO mediators. The DCAS is implemented as a singleton [5], i.e. there exists only one instance of DCAS and all WS instances access this one instance. Furthermore, this controlling component allows the use of extended management activities, such as load balancing over a number of data sources. Such load balancing avoids potential bottlenecks at a certain data source. These bottlenecks might result from a lot of parallel service calls by requestors, which then again result in the demand for too many parallel read or write operations or even in a lack of storage space at a data source.

Figure 2 shows our framework with three WS instances. As can be seen in the figure, there are two static connections. The first static connection represents the access to the coordinator, whereas the second static link is for the allocation of the databases to the WS framework. The instantiation of the SDOs for each WS instance and the assignment to a database are conducted dynamically at runtime.

3.2. Application Details

The DCAS and the SDOs are the central components of our framework. Obviously, the resulting explicit separation of the functional aspect from the data aspect affects the way the Web services are implemented. Figure 3 illustrates our realization approach based on the application server JBoss as WS runtime environment. First, we expect that a separate XML file exists, containing general access information of available and useable databases.

Moreover, for each function provided by a Web service, the respective schema specification for input and output data is available explicitly, e.g. in a separate XML file or in the form of annotations. The services are implemented as stateless session beans using the interface of the DCAS offering the following functionalities:

- **String getSession(String functionID)**; closeSession(String sessionID): The correlation of the data with the WS instance is implemented through a session concept. When generating the session, the DCAS has to be informed of the function of the service wishing to be executed. This is realized by handing over the functionID (unique identifier) when creating the session. During this call, the DCAS executes all essential steps on the currently optimal database. For example, all tables for input and output data of the function are created according to the schema specifications. The method getSession returns a sessionID as unique identifier. After the processing and loading of the output data from the database, which is necessary to send the result via SOAP messages, the session can be closed and the database can be cleaned up.

- **getInput(String sessionID)**; getOutput(String sessionID): With the help of these two DCAS methods, the WS function gets access to the respective SDO data graphs and can thus process the data.

During the deployment of new Web services, the schema specification for each provided function is registered at the DCAS. This registration procedure is essential to allow that the SDOs can be generated and instantiated at runtime using concepts from the Model-Driven Architecture [7]. This means that programmers do not have to worry about the data aspect any longer; instead, this will be taken care of by the coordinator. Figure 4 shows the usage of our framework on the k-means function.

To summarize, we have implemented an explicit separation of the functional aspect from the data aspect within
Figure 4. Using our Data Framework.

Web services through our data framework. This separation is now the perfect foundation to integrate specialized data propagation tools in the invocation procedure of Web services. Without such a data framework, the integration would be much more difficult.

4. Data-Grey-Box Web Services

In the previous section, we realized the separation of the functional aspect from the data aspect within Web services through the introduction of our data framework. So far, this separation has been completely transparent for the service requestor. As the experiment in Section 1 illustrated, the data exchange with specialized data propagation tools is more efficient than with SOAP messages.

In this section, we extend the separation of the functional aspect from the data aspect regarding the interface description in order to get data-grey-box Web services. The goals of these data-grey-box Web services are listed below:

1. Web services are considered stateless services; data-grey-box Web services will still be stateless.
2. The data exchange between service requestors and Web services shall be transparent for both sides.
3. The approach shall be flexible regarding the seamless integration of further data propagation tools.

4.1. Interface Description

In a first step, we outline our modifications of the interface description of Web services. The Web Service Description Language (WSDL) is a language based on XML which consists of two main components. In the abstract part of the WSDL description of a service, its functionalities are defined. With the help of the elements operation, message and type in abstract form, the WSDL portType defines what kind of functionalities a service provides via what kind of interfaces. For the use of the service, it is subsequently important to know how the operations can be called. In the concrete part of the WSDL description, the binding (WSDL element binding) for the abstract service descriptions is performed. Protocols and transfer formats calling mechanisms of the operations as well as employed message formats are defined. Finally, the Web service endpoint is specified, where the service is available with the described protocols and calling mechanisms.

Figure 5. Message Definitions.

The first measure in our attempt to separate the data aspect from the functional aspect is that we split the previously used unified message concept into messages for data and messages for parameters. In this case, the service requestor is able to differentiate between data and parameters for the individual functions of the Web service. Thus, the general construct wsdl:message is split into wsdl:message_parameter and wsdl:message_data, without any further changes of the actual type definitions. The message definitions for the parameters are implemented as usual, while the message definitions for the input and output data are generated based on the available schema information. Figure 5 shows the message definitions for our k-means Web service example. The function expects the parameter \( k \) for the number of clusters as input. Furthermore, there are two different schemas for data, and on this basis, messages for input and output data are specified.

After this differentiation between messages in data messages and parameter messages, the next step is to adjust the abstract definition of the individual operations, as shown in Figure 6. An operation can now receive either a parameter message or a data message as input. The same applies to the output. From this abstract description, the service requestor can learn what the operation considers parameters and what it sees as data and how the schemas look like.

In the concrete part of the WSDL description, the binding for the abstract service descriptions is realized by defin-
ing protocols and transfer formats. As before, the parameter messages are handed over via SOAP when calling the function, and thus, there are no changes in this regard. For the data messages, a new transfer format - data-layer - is introduced, as shown in Figure 7. Through this new transfer format, the operation signals that the data are not to be transferred via SOAP but that there is a separate data layer instead. In this binding description, the Web service offers information on the used data management system within the Web service. In our example, the operation uses a database system (use="database") for the handling of the data.

However, these structural modifications of the interface description are not sufficient. Next, we describe the invocation process for Web services.

4.2. Invocation Process

Before we are able to describe the entire WS invocation process for our data-grey-box Web services, we take a look at possible data transfer methods. Fundamentally, there are three different principles for the initiation, and hence for the execution, of the data exchange. With the first approach – the push approach – the service requestor is responsible for (i) sending the input data to and (ii) acquiring the output data from the Web service. This approach conflicts with our goal of transparent data transfer because the requestor has to tackle the data propagation explicitly.

The second principle – the pull approach – stands in clear contrast to the push principle. Here, the Web service is responsible for the complete data transfer. The drawback of this principle is the monolithic approach, since all necessary functionalities regarding the data propagation must be available on the Web service side. This again conflicts with the following aims: (i) transparent data transfer between both partners (since the Web service has to tackle the data propagation) and (ii) seamless extensibility (because the data propagation tools must be integrated on the server side).

The most flexible approach is to use mediators as 3rd parties providing the data propagation tools behind Web service interfaces. These mediators are used to initialize the corresponding tools. The advantage of such mediators is that (i) the transparent data propagation is possible, (ii) Web services have to care for the pure functionality only and (iii) flexible and scalable integration of new data propagation infrastructures is possible.

In the first part of this section, we described our data-grey-box Web service interface extension; in particular, we introduced a new data binding format. To handle this new binding, we extend the SOAP framework by the integration of a novel data-layer component. The entire invocation process of our data-grey-box Web service is illustrated in Figure 8.

On the client side, enhanced Web service call semantics are necessary. Aside from the transmission of the endpoint and regular parameters in the SOAP message, the client has
to deliver access information for (i) where the input data is available and (ii) where the output data should be stored. That means the new binding format is translated into no more than two additional parameters for access information for input and output data at the client site. These new parameters are included in the SOAP message for the invocation of Web services.

Actually, our data-grey-box Web services specify in the binding the type of the internally used data source. Furthermore, we include the types of data sources to be expected at the client site with the help of the additional attribute `required` in the binding, e.g. `(required="database,xml-file")`. Only requestors satisfying these constraints can invoke the Web service. For each possible data source type, our data layer includes an access specification. Based on these access specifications and the data binding, the structure of the additional parameters is created. The clients deliver the required access information according to the specification.

On the service side, our SOAP framework receives the SOAP message and conducts a separation into the functional aspect and the data aspect. The associated data layer can now call an appropriate mediator for the data propagation based on the access information of the client and the service. The data access information of the requestor is located in the received SOAP message, while the data access information for the service must be queried from our proposed DCAS, which is part of the infrastructure. Therefore, our DCAS is now involved in the invocation process of Web services. Either the appropriate mediator is known or it must be determined by a lookup in the UDDI registry.

Through the explicit integration of the DCAS in the WS invocation process, a data session is created on the service side in a first step. This session concept is used for the correlation of the data to the Web service instance. Furthermore, the WS instance knows its data session. As a second step, the mediator service for the input data is invoked synchronously. Once this transmission is complete, the WS invocation is finished.

An advantage of this invocation principle is that clients do not require to create a session explicitly, while a necessary data session is implicitly created during the Web service invocation. Therefore, our data-grey-box Web services are still stateless. Furthermore, the data propagation is transparent for both partners and new data exchange tools can be seamlessly integrated.

A drawback of the current solution is the requirement of static and typed access specifications in the binding. In the following step, we want to develop a dynamic solution. Furthermore, we are going to integrate a cost-based approach to decide which mediator should be used for the data propagation.

5. Evaluation

In this section, we evaluate our proposed approach regarding the performance gain. The foundation for all experiments is our ongoing example: A service requestor (realized as Web service) sends data from a local relational database system to our k-means Web service. This Web service processes the received data with the help of a relational database system. The application server JBoss 4 serves as implementation platform for our proposed approach. The service requestor and the Web service were running on different servers.

As separate data propagation tools, we used (1) the open-source ETL tool Kettle [11] and (2) a database replication approach. Those propagation tools ran on a third server behind service interfaces which are triggered during the Web service invocations. We measured the data exchange time from the service requestor to the Web service. The observation can be transcribed to the data transfer time from the Web service to the requestor.

The first conducted experiment was already described in Section 1. In this experiment, we transmitted 50,000 tuples with different numbers of columns, where each column included string values of length 60. As described in Section 1, the data exchange with the ETL tool is sixteen times faster than the SOAP approach (see Figure 1(c)).
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In the second experiment, we varied the number of tuples of the data set and we did not change the structure. The structure corresponds to a table with two double columns. Figure 9(a) shows the transmission times regarding different numbers of tuples for the SOAP and the data replication approach. As we can see, the database replication approach outperforms the SOAP approach. The larger the data, the larger the benefit (Figure 9(c)). Moreover, Figure 9(b) illustrates that the SOAP transfer, including XML serialization and deserialization at the requestor and the services, makes up almost 80% of the whole SOAP approach.

As the results of our experiments indicate, the integration of specialized data propagation tools is beneficial with regard to the performance of the data exchange between service requestor and Web service.

6. Conclusion

In various application scenarios, like business-to-business communication or service-oriented computing, a transmission of large amount of structured data to and from Web Services is required. In service-oriented environments, the Simple Object Access Protocol has been established as the main transport protocol. However, the SOAP data transmission approach is not efficiently applicable indicated by our evaluation results. Furthermore, we have shown that specialized data propagation tools outperforms the SOAP data transmission.

Therefore, we have proposed our data-grey-box Web services allowing the integration of data propagation tools in the Web service invocation procedure. In detail, we have discussed the following points: (1) We have introduced a data framework that is responsible for the handling of massive data sets within Web services; (2) Based on the first concept, we have enhanced the Web service interface with special properties regarding the data aspect; and (3) we have presented the invocation process for our data-grey-box Web services.

Our ongoing research activities cover two directions. One is that we want to further optimize our data-grey-box Web services in order to guarantee the optimized data propagation between service requestor and service. The other direction is concerned with the extension of WSBPEL by data transitions to allow the explicit consideration of data flows together with the function flow as well. Thereby, we expect extended optimization strategies on the one hand and modification options that can be controlled much more efficiently on the other hand so that we will be able to better react to dynamic changes.
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