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Abstract
The progress in genome research demands for an adequate infrastructure to analyze the data sets. Database systems reflect a key technology to organize data and speed up the analysis process.

This paper discusses the role of a relational database system based on the problem of finding frequent substructures in multi-dimensional protein databases. The specific problem consists of producing a set of association rules regarding frequent substructures with different lengths and gaps between the amino acid residues of a protein. From a database point of view, the process of finding association rules building the base for a more in-depth analysis of the data material is split into two parts. The first part performs a discretization of the conformational angle space of a single amino acid residue by computing the nearest neighbor of a given set of representatives. The second part consists in adapting a well-known association rule algorithm to determine the frequent substructures. Both steps within this comprehensive analysis task require substantial support of the underlying database in order to reduce the programming overhead at the application level.

1 Introduction
The progress in genome research generates a tremendous need for an adequate infrastructure to store and efficiently analyze the underlying data sets. Although most of the current data sets are stored in flat files, database technology may help to organize and speed up the overall analysis process by exploiting existing database functionality. This paper focuses on the role of a relational database system referring to a project finding frequent substructures in protein data sets. The motivation of the project stems from the observation that the number of known protein sequences grows very fast. However, the known three-dimensional structures of proteins are lower in the order of magnitudes than the number of known protein sequences because the underlying X-ray protein analysis is time consuming and, ultimately, very expensive.

Therefore, there is a strong desire to derive the 3D-structure directly from the protein sequence. The standard technique, protein homology modeling, is limited to proteins, for which proteins with known 3D-structures and similar sequences exist. Unfortunately, for most proteins with known sequences and unknown 3D-structures, homology modeling is not possible, so that the alternative way to learn about the behavior and/or functionality of the proteins from the structure is based on the analysis of substructures. The analysis process of our sample project application consists of the two separate steps of discretization of the multi-dimensional dihedral angle space and the generation of frequent item sets. Both steps need to be supported by the underlying database system in order to achieve an efficient analysis process and increase the acceptance of database systems in the biotechnology research community.

Contribution of the Paper The paper is logically divided into two parts. One thread of the paper addresses the modeling perspective of the specific application and outlines the mapping of the protein structures based on a data model consisting of a sequence of vectors of dihedral angles to a relational scenario. The second thread discusses the operational issue and focuses on the database optimization perspective. The bottom line of the paper emphasizes two major issues: on the one hand, we strongly believe that the current relational database technology does not yet reflect a perfect data storage and data analysis platform. On the other hand, we propose extensions to a relational database engine which might be exploited by a huge variety of data mining (or knowledge discovery in general) applications.

Structure of the Paper The following section outlines current techniques to analyze 3D protein data from the application point of view. Additionally, our proposed representation of 3D protein structure information within the dihedral angle space model is presented. Section 3 focuses on the first step of the data analysis process to find similar
substructures: picking the nearest representative for each single amino acid residue. Solutions using currently existing features of the relational database technique show that there is a demand for a more specific database support. The comparison of multiple methods illustrates that only minimal extensions may result in a huge benefit. In the same vein, we show that the generation of frequent item sets (as the second step in performing the analysis process) is not efficiently implementable relying only on existing technology.

2 Methods and Models for Protein Analysis

This section outlines current methods for 3D protein data analysis as well as the dihedral angle space model to present protein information within our application project.

2.1 Current Methods of 3D Protein Data Analysis

In recent years, a good number of high-resolution X-ray structures of proteins stored in the Protein Data Bank (PDB, http://www.pdb.org) have become available. Statistical methods have been applied to the PDB to extract knowledge about the conformational behaviour \(^1\) of the smallest protein substructures, the amino acid residues. Amino acid side chain conformations have been studied, for example, by [4, 8]. These studies led to side chain rotamer libraries, which consist of a list of discrete conformations with a weight corresponding to their frequency in the PDB. Since the PDB contains a multitude of high-resolution structures, it was also possible to determine rotamer preferences depending on the backbone conformation. A backbone-dependent side chain rotamer library for example was developed by [5].

Based on this idea, a number of weak correlations of rotamer distributions and secondary structures have been found by [11]. The effectiveness of the backbone-dependent rotamer libraries has been shown by [3] for homology modeling and by [9] for NMR and X-ray structure refinement.

Although the idea of using rotamer libraries has already been applied successfully in the past, only a small fraction of their potential has been revealed. The main limitation of the available rotamer libraries is the fact that they describe only correlations within the conformation of the smallest possible substructure of a protein, i.e. for a residue. However, for the better understanding of 3D structures, it is highly desirable to examine larger substructures consisting of multiple residues, so that the relationship of a residue to its neighbours in the sequence can be understood. In [7], the basic idea of finding those kinds of frequent substructures within a protein data set is explained thoroughly. Based on this idea, the requirements regarding the support of database technology are discussed in the remainder of the paper.

2.2 The Dihedral Angle Model

Within the backbone-dependent rotamer library developed by [10] for each residue type, a probability distribution of the side chain angle \(\chi_1\) is calculated for each node on an equidistant grid in the 2D \((\phi, \psi)\)-space. The distributions of \(\chi_2, \chi_3\) and \(\chi_4\) only depend on the previous side chain dihedral angle. Figure 1 shows the sample amino acid lysine with four torsion axes within its side chain, and the associated dihedral angles \((\chi_1 \text{ to } \chi_4)\) of the side chain. From an analysis point of view, the main problem is detecting global relationships consists in the derivation of a probability distribution based on more than one single angle.

In our application framework, we transform the description of the conformation of amino acid residues into data points of a multi-dimensional dihedral angle space. If \(P\) denotes a set of protein sequences and \(A\) is the set of all 20 natural amino acids, a single sequence \(p \in P\) may be formally described as a sequence of linked amino acid residues \(a_i\), i.e.: \[ p \in P, p = a_1a_2 \ldots a_l, a_i \in A, i = 1, \ldots, l. \]

The main benefit performing all analysis steps within the representation of the dihedral angle model is that (a) the 3D-structures of the conformations are fully reflected and (b) the representation is invariant against rotation and translation. Formally, a single protein \(p \in P\) is represented in the dihedral angle model as a sequence of vectors of dihedral angles.

\[ p \in P, D(p) = s_1, s_2, \ldots s_l, \]

\[ s_i \in [-180, 180)^4, i = 1, \ldots, l \]

In this representation, \(D\) reflects the mapping of the original 3D coordinates to dihedral angle values and \(d_i\) is the number of dihedral angles for the associated amino acid residue.

\(^1\) Conformation of a protein or a substructure means its 3D-structure.
a_i consisting of the 3D position denoted by \( \phi, \psi, \omega \) and the optional side chain angles \( \chi_1 \) to \( \chi_4 \). Since the backbone part of a residue is equal for all residue types, the backbone angles \((s_1, s_2, s_3)\) have to be present. Depending on the specific residue type, the remaining angle values represent the optional side chain angles \( \chi_1 \) to \( \chi_4 \).

\[
s_i = \begin{cases} 
(\phi, \psi, \omega) & ; d_i = 3 \\
(\phi, \psi, \omega, \chi_1, \ldots, \chi_{d_i-3}) & ; 3 < d_i \leq 7 
\end{cases}
\]

For example, the amino acid glycine is represented only by its backbone information without any additional side chain angles, i.e. \( d_i = 3 \). Arginine on the other hand exhibits four side chain angles, so that \( d_i \) results to 7.

The corresponding relational mapping of the protein information consists of a single relational table. Each tuple represents a single amino acid residue consisting of the 3-letter identifier, three mandatory (i.e. NOT NULL) and \( d_i - 3 \) floating number attributes. An additional attribute denotes the dimensionality of the amino acid residue, i.e. reflecting the number of NOT NULL dihedral angle values.

Based on this relational representation, the first step in analysing the 3D protein structures in the introduced dihedral angle model consists in the discretization of the conformational angle space according to the observed data distribution. After assigning a representative angle vector to each individual residue, the second step encompasses the order-preserving generation of frequent item sets. The algorithmic procedures and the relational implementation will be discussed.

3 Data Discretization

The main goal of our application process is the detection of similar and frequent substructures. While the generation of frequent item sets and the necessary extension of the underlying database system are discussed in the following, this section focuses on the problem of finding similar amino acid residues. From an application point of view, we apply a cluster algorithm within the multi-dimensional dihedral angle space. The clustering process results in each amino acid residue being assigned to a given prototype. To achieve the highest degree of similarity, the "nearest" prototype is required to be the representative of a single residue.

For our scenario, the prototypes are pre-determined either by random sampling, i.e. randomly picking a number of data points and using it as prototype, or by applying more advanced algorithms like \( k \)-means. Further details can be found at [7].

3.1 Nearest Neighbour Rule

From the application point of view, the conformational space of each of the 20 natural amino acid residues is mapped onto a set of prototypes within the discretization step. From an implementational point of view, the data points in the multi-dimensional dihedral space are mapped onto predefined prototypes using the nearest neighbour rule. In the context of the dihedral angle model, the distance between two points in the multi-dimensional space is computed with the shortest path measures using the Euclidean distance. Due to the continuous semantics of an angle space, an adaptation to the regular distance computation is necessary because of the wrap-around effect at the point \((-180, +180)\). Figure 2 illustrates the effect of the wrap-around at the borders of a multi-dimensional angle space using a two-dimensional plane. More formally, the distance between two data points in an \( d \)-dimensional angle space is computed by the following formula:

\[
x, y \in [-180, 180]^d, \ dist(x, y) = \\
\sqrt[2]{\sum_{i=1}^{d} (|x_i - y_i|^2, \ \text{if} \ |x_i - y_i| \leq 180)} \\
\sqrt[2]{(360 - |x_i - y_i|)^2, \ \text{else}}
\]

In SQL, the equation computing the Euclidian distance between two points in a multidimensional dihedral angle space may be easily achieved by using case statements to cover the wrap-around effect and to deal with the variable number of angles, i.e. with the flexible dimensionality of the amino acid residues. For the sake of simplicity, the scalar function \( \text{edist}(x, y) \) is introduced for a small sample scenario.

For a five-dimensional angle space \((\phi, \psi, \omega, \chi_1, \chi_2)\), the \( \text{edist}() \) function would be defined as follows:

```sql
CREATE FUNCTION edist(
  x1 FLOAT, x2 FLOAT, x3 FLOAT, x4 FLOAT,
  x5 FLOAT, y1 FLOAT, y2 FLOAT, y3 FLOAT,
  y4 FLOAT, y5 FLOAT)
RETURNS FLOAT
AS
  CASE WHEN ABS(x1-y1)>360
    THEN (ABS(x1-y1)-360)*(ABS(x1-y1)-360)
    ELSE (x1-y1)^2
  END
```

Figure 2. Wrap-Around Effect in the Dihedral Angle Model
The effect of the discretization is shown for the conformational space of glycine in figure 3. Figure 3(a) shows the discretization with resolution 10 and part (b) with a resolution of 20 prototypes. All data points (plotted in grey) in the same cell are assigned to the black plotted prototype. Note that because of the wrap-around effect, the cells at a border are connected with the opposite part.

3.2 Computing the Nearest Neighbor

The most obvious way to compute the nearest neighbour for each conformation of the current amino acid residue is to iterate over the content of the database. An inner loop over all potential prototypes is then required to identify the nearest prototype, i.e. the cluster to which the current amino acid residue belongs to. Although this algorithm might be easily implemented at the application level, each point of the multi-dimensional angle space must be retrieved from the database, compared with the potential prototypes, and the result must be written back into the database, i.e. every tuple must be updated to record the associated prototype.

Another option would be exploiting the capabilities of the underlying database system and implementing the nearest neighbour search using SQL. Since no data transfer between the database system and the application at the client is necessary, this approach looks promising if the database system is able to provide the necessary operational environment.

Based on the two tables PConformation, holding the raw data converted and imported directly from the PDB, and PPrototypes, reflecting the set of predefined prototypes, we discuss three different methods computing the nearest neighbour directly inside the database system.

3.3 The Pivot-Method

The Pivot-Method is based on the idea that the set of prototypes is transformed, so that the resulting table holds only one single tuple with $n$-times the original set of columns, where $n$ is the number of prototypes.

Supposed we have three different prototypes within a five-dimensional angle space ($\phi, \psi, \omega, \chi_1, \chi_2$). A view defining the transformed table would be specified as follows:

```
CREATE VIEW PrototypesPivot AS
SELECT p1.id AS id1, p1.phi AS phi1,
p1.psi AS psi1, p1.omega AS omega1,
p1.chi1 AS chi11, p1.chi2 AS chi12,
p2.id AS id2, p2.phi AS phi2,
p2.psi AS psi2, p2.omega AS omega2,
p2.chi1 AS chi21, p2.chi2 AS chi22,
p3.id AS id3, p3.phi AS phi3,
p3.psi AS psi3, p3.omega AS omega3,
p3.chi1 AS chi31, p3.chi2 AS chi32
FROM PPrototypes p1, PPrototypes p2,
PPrototypes p3
WHERE p1.pid = 1 AND p2.pid = 2 AND p3.pid = 3
```

Although pivoting the prototype table looks terribly inefficient, the self-join of the prototypes addresses exactly a single tuple with $n$-times the original set of columns, so that an existing index on the prototype ID reduces the overhead of the join to the concatenation of the prototype tuples.

The selection of the nearest neighbour is then expressed as the Cartesian product of the protein conformation table with the single tuple of the view PrototypesPivot followed by the `case` statement picking the prototype ID with the minimum Euclidean distance. For the running example, the statement would be as follows:

```
SELECT p1.id AS id1, p1.phi AS phi1,
p1.psi AS psi1, p1.omega AS omega1,
p1.chi1 AS chi11, p1.chi2 AS chi12,
p2.id AS id2, p2.phi AS phi2,
p2.psi AS psi2, p2.omega AS omega2,
p2.chi1 AS chi21, p2.chi2 AS chi22,
p3.id AS id3, p3.phi AS phi3,
p3.psi AS psi3, p3.omega AS omega3,
p3.chi1 AS chi31, p3.chi2 AS chi32
WHERE p1.pid = 1 AND p2.pid = 2 AND p3.pid = 3
```

For the running example, the statement would be as follows:

```
SELECT p1.id AS id1, p1.phi AS phi1,
p1.psi AS psi1, p1.omega AS omega1,
p1.chi1 AS chi11, p1.chi2 AS chi12,
p2.id AS id2, p2.phi AS phi2,
p2.psi AS psi2, p2.omega AS omega2,
p2.chi1 AS chi21, p2.chi2 AS chi22,
p3.id AS id3, p3.phi AS phi3,
p3.psi AS psi3, p3.omega AS omega3,
p3.chi1 AS chi31, p3.chi2 AS chi32
WHERE p1.pid = 1 AND p2.pid = 2 AND p3.pid = 3
```
It is worth mentioning here that the $\text{least}()$ scalar function like the $\text{min}()$ aggregation function produces the minimal value of the given set of parameters but does not preserve the position of the minimal value, so that a rejoin with the original Prototypes table is necessary to retrieve the ID of the nearest prototype for each tuple, i.e. amino acid residue, produced by the inner view. Moreover, the $\text{least}()$ operator is not part of the SQL standard but provided by a huge number of database systems, like Oracle, or must be implemented as UDF. Since the function is CPU-bound, the execution cost may be neglected.

### 3.4 The SelfJoin-Method

The self-join method is basically equivalent to the pivot method; it picks the minimal distance from prototypes stored vertically, i.e. as tuples within a table, and not horizontally after performing the pivot operation.

Analogously to the pivot method, a view is defined as a shortcut in the core SQL statement to determine the nearest neighbour. The view PrototypeAssign computes the Euclidean distance for each single amino acid residue and every possible prototype candidate. It is worth mentioning here that no restriction in the where clause is feasible to reduce the size of the temporary result.

CREATE VIEW PrototypeAssign AS

```
SELECT p.id, p.phi, p.psi, p.omega, p.chi1, p.chi2,
-- id of amino acid residue
x.id, x.mindist
-- id of prototype with min distance
FROM (SELECT phi, psi, omega, chi1, chi2,
    \text{least}(edist(phi, psi, omega, chi1, chi2,
    phi1, psi1, omega1, chi11, chi12),
    edist(phi, psi, omega, chi1, chi2,
    phi2, psi2, omega2, chi21, chi22),
    edist(phi, psi, omega, chi1, chi2,
    phi3, psi3, omega3, chi31, chi32))
    as mindist
FROM ProteinConformations, PrototypesPrivot) x,
    Prototypes p
WHERE p.phi = x.phi AND p.psi = x.psi AND
    p.omega = x.omega AND p.chi1 = x.chi1 AND
    p.chi2 = x.chi2
```

Picking the combination with the minimum distance may be accomplished by referring to the predefined view in two separate phases. Within an inner query for each amino acid residue, the minimal distance is generated using a $\text{groupby}$ by operator and the $\text{min()}$ aggregation function. Unfortunately, the information which prototype (i.e. the prototype ID) is lost in this step and must be "added" by a re-join in the outer query. The re-join again requires the view definition. The correct prototype ID (and the angle values) are retrieved by picking the minimal distance prototype for each amino acid residue.

```
SELECT pa.pc_id, pa.phi, pa.psi, pa.omega,
    pa.chi1, pa.chi2,
-- id of amino acid residue
    pa.pt_id, pa.dist
-- id of prototype with min. distance
FROM PrototypeAssign GROUP BY pc_id) pc,
    PrototypeAssign GROUP BY pc_id) pa
WHERE pc.pc_id = pa.pc_id
    AND pc.dist = pa.dist;
```

### 3.5 The $\text{MINPOS}()$ Method

The self-join method would be very nice and intuitive if the problem of losing the position of the minimal values could be eliminated. If an adequate operator were available, the re-join could be avoided and the query could be executed much more efficiently. As a consequence, we propose an extension to the set of aggregate functions by introducing the $\text{minpos}()$ and $\text{maxpos}()$ function. Both functions are associated to the $\text{min}()$ / $\text{max}()$ function and return the value of a column $P$ if the value of an aggregate column $X$ holds the minimal/maximal value within an aggregate group. If multiple tuples exhibit the minimal/maximal value, the $\text{minpos}()$ / $\text{maxpos}()$ function returns randomly one of the valid solutions. For example, consider the following table with three columns $A$, $X$, and $P$ and six tuples.

<table>
<thead>
<tr>
<th>A</th>
<th>X</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>A1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>A1</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>A2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>A2</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>A2</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

The application of $\text{minpos}()$ and $\text{maxpos}()$ can be illustrated using the following query:

```
SELECT A, \text{MIN}(X), \text{MINPOS}(X,P),
    \text{MAX}(X), \text{MAXPOS}(X,P)
FROM R <<table above>>
GROUP BY A
```

Obviously, the query returns two rows (one for each group). The $\text{minpos}()$-function returns the values of column $P$ of the tuple holding the smallest $X$ value within each group, i.e.:
Using the extension, the discretization step could be executed more efficiently by the following query based on the view `PrototypeAssign`:

```sql
SELECT pc.id, pc.phi, pc.psi, pc.omega, pc.chi1, pc.chi2,
     -- id of amino acid residue
     pa.pt_id, pa.dist
FROM prototypeassignment pa,
     -- id of prototype with min. distance
     MINPOS(dist, pt_id) AS dist,
     -- each amino acid id with min.
     -- distance and prototype id
     GROUP BY pc_id)
WHERE pa.pc_id = pc.id;
```

It is worth mentioning here that the join with the `ProteinConformations` table can be avoided if the result does not require the individual angles of all amino acid residues.

### 4 Generating Order-Preserving Frequent Item Sets

Based on the original data set with the associated nearest neighbour, we can focus on the derivation of association rules to discover frequent substructures within the protein data set. In a first step, transaction sets are generated, so that the order of the amino acid residues is preserved. A second step encompasses the generation of the frequent item sets applying well-known algorithms like APriori. Again, the database perspective will be discussed. In this context, a new operator supporting the generation process of the item sets will be introduced.

#### 4.1 Generating the Transaction Data Set

After the discretization of the conformational spaces by assigning the nearest prototype to each amino acid residue, the vector sequences, describing the conformations of the protein structures \( p \in P \), are transformed into sequences over a discrete alphabet. The basic idea of the approach is to replace each residue conformation by the prototype identifier, which stands for a set of similar 3D conformations of the same residue type. Formally, the following mapping function \( C \) from the residue conformations into the set of prototype identifiers \( CI \) is given:

\[
p \in P, \quad D(p) = s_1, \ldots, s_p, \quad \forall j \in \{1, \ldots, l_p\} : \quad C(s_j) = c_j, \quad c_j \in CI
\]

For a more convenient notation, we write for \( p \in P \):

\[
C(D(p)) := C(s_1), \ldots, C(s_p) = c_1, \ldots, c_p.
\]

The transformation of the sequences is exemplified below using a short subsequence of the protein with the PDB code 1slfB.

<table>
<thead>
<tr>
<th>A</th>
<th>MIN(X)</th>
<th>MINPOS(X,P)</th>
<th>MAX(X)</th>
<th>MAXPOS(X,P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>A2</td>
<td>2</td>
<td>3</td>
<td>8</td>
<td>2</td>
</tr>
</tbody>
</table>

The naive application of algorithms finding frequent subsequences \([13, 14]\) is not feasible due to the following two reasons: first of all, the subsequences with gaps of different sizes between the elements (residues) are matched as equal. This makes no sense in the context of protein 3D structures, since the relative distances between the residues are in general important for the whole 3D structure. Second, the classical application of well-known algorithms like APriori to generate frequent item sets and derive association rules based on confidence and support \([1, 12]\) do not obey the order of the residues.

To make the APriori algorithm sensitive to the order of the residues, we additionally consider the positions of the single amino acid residues and generate a new set of transactions as the input for the APriori algorithm. To generate the transactions, a window of the maximum length of a frequent substructure is moved over the sequences. In each step, the position inside the window is added to the letters, consisting of residue type and prototype identifier. This transformation is exemplified in figure 4 for a window of four residues using the same sequence as in the previous example.

The resulting transaction data set is analyzed by the APriori algorithm generating interesting relationships based on the notion of frequent item sets. In this context, frequent denotes that an item set appears more than \( sup_{\text{min}} \) times in the transaction set. Each found frequent item set corresponds to a 3D substructure of multiple residues, which appears at least \( sup_{\text{min}} \) times in the given 3D protein sequences. From the frequent item sets, general association rules are derived, which uncover unknown implications. Association rules can be seen as a kind of logic rule, which
Figure 4. Example for the generation of transactions from a sequence.

is true with a certain probability. To restrict the set of possible association rules, a minimum confidence $con_{\min}$ is required.

Since the relative positions of the residues are directly encoded in each item, only subsequences with the exactly same order of residues are matched. This approach also allows gaps in the sequences. However, in contrast to general frequent sequences, the lengths of the gaps in the matching subsequences all have the same size, which is important in this application context. Details regarding the process and experimental results without the use of an underlying database system can be found in [7]

4.2 Generating Frequent Item Sets inside the Database

The necessary prerequisite to efficiently produce frequent item sets inside the database consists in the existence of adequate operators which - on the one hand - allow the user to easily specify application specific tasks and - on the other hand - enable the system to apply internal optimization strategies. In this section, we show that the pure grouping functionality (extended by the $\text{cube}()$ operator family, [6]) is not sufficient to support the application of data mining algorithms

The relational mapping of our sample protein conformation scenario is rather straightforward. The generated transactions are stored within a single table with four columns denoting the position of the amino acid residues inside the sliding window defining the substructure and a running number as the transaction ID:

<table>
<thead>
<tr>
<th>TID</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>1GLU66</td>
<td>2ALA1</td>
<td>3GLY71</td>
<td>4ILE96</td>
</tr>
<tr>
<td>T2</td>
<td>1ALA1</td>
<td>2GLY71</td>
<td>3ILE96</td>
<td>4THR168</td>
</tr>
<tr>
<td>T3</td>
<td>1GLY71</td>
<td>2ILE96</td>
<td>3THR168</td>
<td>4GLY72</td>
</tr>
<tr>
<td>T4</td>
<td>1ILE96</td>
<td>2THR168</td>
<td>3GLY72</td>
<td>4THR164</td>
</tr>
<tr>
<td>T5</td>
<td>1THR168</td>
<td>2GLY72</td>
<td>3THR164</td>
<td>4TRP173</td>
</tr>
<tr>
<td>T6</td>
<td>1GLY72</td>
<td>2THR164</td>
<td>3TRP173</td>
<td>4TYR184</td>
</tr>
<tr>
<td>T7</td>
<td>1THR164</td>
<td>2TRP173</td>
<td>3TYR184</td>
<td>4ASN24</td>
</tr>
</tbody>
</table>

...  Computing item sets and weighting them with the necessary support and confidence is the main crucial operation in computing association rules. For the $n$-th generation, an item set reflects all $n$-combinations for a given set of grouping attributes. With the number of attributes reasonably low (i.e. short subsequences), we may use the $\text{grouping sets}()$ clause to specify the necessary combinations within a single query. For example, with four attributes $A_1, A_2, A_3,$ and $A_4$, we may issue the following grouping condition:

```
GROUP BY GROUPING SETS ((A1,A2), (A1,A3),
                          (A1,A4), (A2,A3),
                          (A2,A4), (A3,A4))
```

For larger subsequences, i.e. columns contributing to the computation of item sets, the specification of all permutation combinations can be a tedious task. Another alternative is to issue a $\text{cube}()$ operator over the given set of parameters and eliminate the unwanted grouping combinations in a $\text{having}$ clause referring to the $\text{grouping}()$ columns. For the ongoing example with four attributes, we yield the following expression:

```
GROUP BY CUBE(A1,A2,A3,A4)
HAVING NOT(
    -- exclude 0-cardinality combinations
    (GROUPING(A1) = 1 AND GROUPING(a2) = 1 AND
     GROUPING(a3) = 1 AND GROUPING(a4) = 1) 
    -- exclude 1-cardinality combinations
    OR (GROUPING (A1) = 1 AND GROUPING(A2) = 1 
        AND GROUPING(A3) = 1) 
    OR (GROUPING (A1) = 1 AND GROUPING(A2) = 1 
        AND GROUPING(A4) = 1) 
    OR (GROUPING (A1) = 1 AND GROUPING(A3) = 1 
        AND GROUPING(A4) = 1) 
    OR (GROUPING (A2) = 1 AND GROUPING(A3) = 1 
        AND GROUPING(A4) = 1)) 
```

Although this would return the required 2-itemset combinations, the specification becomes tedious with an increasing number of columns. Moreover, the computation of all possible combinations is certainly not the most efficient way of computing the required item sets.
With this motivation as a background, we propose the \texttt{GROUPING COMBINATIONS()} operator, generating all \( k \) item sets for a given set of \( n \) grouping columns. The syntax integrates seamlessly into the SQL grouping extensions of \texttt{cube()}, \texttt{rollup()}, and \texttt{grouping sets()}:

\[
\text{GROUP BY GROUPING COMBINATIONS}((A_1, A_2, \ldots, A_n), k)
\]

This expression may be seen as a shortcut for the \texttt{grouping sets} expression with \( k \) over \( n \) item sets each with a cardinality of \( k \), i.e.:

\[
\text{GROUP BY GROUPING SETS}((A_1, A_2, \ldots, A_k),
(A_1, A_2, \ldots, A_{k-1}, A_{k+1}),
\ldots)
\]

The basic idea of the grouping combinations operator is generating all possible grouping combinations with a given cardinality of \( k \). Special cases must be considered regarding the value of \( k \) and the number of attributes.

- For \( k = n \), the \texttt{grouping combinations} operator returns a single set with all grouping columns given as a first parameter, e.g.:

\[
\text{GROUP BY GROUPING COMBINATIONS}((A_1, A_2, \ldots, A_n), n)
\]

is equal to

\[
\text{GROUP BY GROUPING SETS}((A_1, A_2, \ldots, A_n))
\]

is equal to a regular

\[
\text{GROUP BY } A_1, A_2, \ldots, A_n
\]

- For \( k = 1 \), the operator corresponds semantically to a grouping sets with \( n \) single sets, each consisting of exactly a single grouping column. More formally:

\[
\text{GROUP BY GROUPING COMBINATIONS}((A_1, A_2, \ldots, A_n), 1)
\]

is equal to

\[
\text{GROUP BY GROUPING SETS}((A_1), (A_2), \ldots, (A_n))
\]

- For \( k = 0 \), the proposed \texttt{grouping combinations} operator produces a single grouping combination encompassing all tuples of the underlying table, e.g.

\[
\text{GROUP BY GROUPING COMBINATIONS}((A_1, A_2, \ldots, A_n), 0)
\]

is equal to a query without any explicit \texttt{group by} clause, but an aggregation function in the \texttt{select} clause.

The \texttt{grouping combinations} operator extends the set of \texttt{group by} operators proposed within the OLAP context. The generation of frequent item sets for a given generation, i.e. cardinality of the grouping combinations, however is not supported by these operators.

5 Cost Estimations

This section analyses the different methods to compute the cluster and to find the frequent item sets from a performance point of view. In a first step, our underlying cost model is outlined, followed by costing the different alternatives to assign the nearest prototype to each amino acid residue.

5.1 General Cost Model

To estimate the cost, we rely on the linear cost model taking the size of the data stream between relational plan operators to compare the costs of different query plans. The size of the data stream is the result of the number of attributes multiplied with the cardinality of the table.

To evaluate the selection predicates, we consider a full table scan with the exception of a single tuple access exploiting the existence of an index structure. For the join operator, we may choose between a nested loop and a hash join. The first alternative implies a multiplication of the data stream cardinalities and is omitted in favour of a hash join. For justifying this assumption, we rely on the fact that a machine has enough capacity to keep the prototype table in main memory. A hash join would read the smaller table during the build phase and the larger table during the probe phase, so that we end up in adding the cardinalities of the data streams to compute the cost of a join operator. Due to our 1:N-relationship of prototypes and conformations, the cardinality of the resulting data stream after a join equals the cardinality of the larger table.

At last, we consider the size of the input stream as the cost of a group by operator, because every tuple has to be taken into account and assigned to the corresponding group. With this assumption, we again consider a hash-based implementation so that we may neglect the sorting cost in case of a sort-based group by implementation. The return operator finally simulates the cost delivering the result to the client program (or in detail: storing the result set temporarily within the SQLDA of a database system). In our example, the \texttt{PConformations} table has \( 1 + d \) attributes (with \( d \) as the number of maximum angles) and a cardinality of \( pc \). Similarly, the \texttt{Prototypes} table has the same number of attributes with a cardinality of \( pt \). Based on this assumption, the cost computing the following query would be computed as follows:

\[
\text{SELECT } pc.\phi, pc.\psi, pc.\omega, pc.chi1, pc.chi2 pt.\omega, pt.chi1, pt.chi2
\]
\[
\text{FROM PConformations pc, prototypes pt}
\]
\[
\text{WHERE pc.\phi = pt.\phi}
\]
\[
\text{AND pc.\psi = pt.\psi}
\]

The scan and the join of both tables would yield an overhead of \( pc \ast 6 \ast pt \ast 6 \) (with \( d = 5 \)). The return operator
5.2 Comparing different Methods

The cost of computing the nearest neighbour using the pivot method may be split into the computation of the cost for the view definition to perform the pivot of the prototype information and the core select statement using the pivot view. As already mentioned, the \( pt - 1 \)-ary join of the prototype table is easily optimized by the existence of an index of the prototype ID. In this case, each join partner has the size of \( 1 \times (1 + d) \) yielding \( pt \times (1 + d) \) as the overall cost computing the view (without any return operator). The query itself joins the view with the \( PConformations \) table. Reading the result of the view corresponds to one single tuple with \( pt \times (1 + d) \) columns. The access of the \( PConformations \) table has the size of \( pc \times (1 + d) \). The outer query adds to the overall costs with reading the result of the inner query \( (pc \times (1 + d) \times (pt + 1)) \) and accessing the \( Prototypes \) table \( (pt \times (1 + d)) \). The return operator finally consumes a data stream of cardinality \( pc \) with \( d + 3 \) attributes.

The cost of discretization using the self-join method can be computed in three steps. The first step considers the computation of the view \( PrototypeAssignment \) which requires the access to the two tables \( ProteinConformation \) and \( Prototypes \). The resulting data stream, which has to be read for further processing yields (due to the semantics of the Cartesian product) \( (pc \times pt) \times (1 + d + 2) \). The second step addresses the inner query consuming exactly the size of the view and producing a data stream of \( pc \times 2 \) for only two columns. The outer query reads the result of the inner query and the result of the view \( (pc \times pt) \times (3 + d) \). At last, the return operator has costs the size of the join operator yielding \( pc \times (d + 3) \).

In a similar way, the cost for the \( minpos() \) method can be computed. Instead of the join with the \( PrototypeAssignment \) view in the outer query, the \( ProteinConformation \) table with a cost of \( pc \times (d + 1) \) is referenced. Additionally, the view must be executed only once, further reducing the execution costs.

Table 1 summarizes the partial and total cost for all different methods computing the prototype for each amino acid residue. Since this tabular and formul-based representation does not give any hint about the best strategy, figure 7 gives a scenario with four different dimensions (i.e. \( d = 1, 4, 7, 10 \) and 5000 amino acid residues). The scenario shows the resulting performance gain of the pivot method compared to \( minpos() \) and selfjoin method with 25, 100, 1000, and 2500 prototypes. Within the proposed cost model, the pivot method yields a slightly lower total cost than the \( minpos() \) method because the \( pt - 1 \)-ary self-join is considered extremely cheap. However, due to the dependency of the total cost from the number of prototypes, the pivot method can not be considered a feasible solution for real applications with a reasonable high number of prototypes. Compared to the self-join method, the \( minpos() \) method yields a substantial cost reduction.

6 Summary and Conclusion

This paper introduces the problem of finding frequent substructures in protein data sets. The analysis process is split into two parts. The first step consists in finding the...
nearest prototype in the multi-dimensional dihedral angle space. To accomplish this task, the data sets are brought into a relational schema and a method is proposed to compute the minimal distance considering the wrap-around effect in the angle space. Three different methods to find an associated prototype inside the database systems are compared. A minimal SQL extension \( \text{minpos()} \) function results in much more efficient query execution plans. The second step of generating frequent item sets to detect frequent substructures within the amino acid sequences, requires substantial SQL extension. A new operator (as a new member of the OLAP grouping function operators) is introduced. This operator is a generic tool and may be exploited by a huge set of data mining applications. To summarize, a database system, used to efficiently analyse huge data volumes, requires additional support from the technology perspective. The required extension range from minimal UDFs like our proposed \( \text{minpos()} \) functions to more complex operators like our proposed grouping combinations operator. If (and only if) the database community provides this kind of functionality, the acceptance of database systems in the biotechnology community will increase in the near future.
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<table>
<thead>
<tr>
<th>Method</th>
<th>View Execution</th>
<th>Inner Query</th>
<th>Outer Query</th>
<th>Total Cost</th>
<th># of Database Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pivot</td>
<td>( pt \times (1 + d) )</td>
<td>( pt \times (1 + d) + pc \times (1 + d) )</td>
<td>( pc \times (1 + d) \times (pt + 1) + pt \times (1 + d) + pc \times (d + 3) )</td>
<td>( pt \times (3 + 5d) + pc \times (5 + 3d) + pc \times pt \times (1 + d) )</td>
<td>(( pt + 1 )) joins</td>
</tr>
<tr>
<td>Self-Join</td>
<td>( 2 \times (pc \times (1 + d) + pt \times (1 + d)) )</td>
<td>( (pc \times pt) \times (3 + d) )</td>
<td>( pc \times 2 + (pc \times pt) \times (3 + d) + pc \times (3 + d) )</td>
<td>( pt \times (2 + 2d) + pc \times (7 + 3d) + pc \times pt \times (6 + 2d) )</td>
<td>(1 join) 2 cross product 1 group by</td>
</tr>
<tr>
<td>Minpos()</td>
<td>( pc \times (1 + d) + pt \times (1 + d) )</td>
<td>( (pc \times pt) \times (3 + d) )</td>
<td>( pc \times 2 + pc \times (1 + d) + pc \times (3 + d) )</td>
<td>( pt \times (1 + d) + pc \times (7 + 3d) + (pc \times pt) \times (3 + d) )</td>
<td>(1 join) 1 cross product 1 group by</td>
</tr>
</tbody>
</table>

Table 1. Cost comparison of the different methods