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ABSTRACT

Research in natural language processing (NLP) focuses recently on the development of
learned language models called word embedding models like word2vec [MSC+13], fast-
Text [BGJM17], and BERT [DCLT19]. Pre-trained on large amounts of unstructured text
in natural language, those embedding models constitute a rich source of common knowl-
edge in the domain of the text used for the training. In the NLP community, significant
improvements are achieved by using those models together with deep neural network
models. To support applications to benefit from word embeddings, we extend the ca-
pabilities of traditional relational database systems, which are still by far the most com-
mon DBMSs but only provide limited text analysis features. Therefore, we implement
(a) novel database operations involving embedding representations to allow a database user to
exploit the knowledge encoded in word embedding models for advanced text analysis
operations. The integration of those operations into database query language enables
users to construct queries using novel word embedding operations in conjunction with
traditional query capabilities of SQL. To allow efficient retrieval of embedding represen-
tations and fast execution of the operations, we implement (b) novel search algorithms and
index structures for approximated kNN-Joins and integrate those into a relational database
management system. Moreover, we investigate techniques to optimize embedding rep-
resentations of text values in database systems. Therefore, we design (c) a novel context
adaptation algorithm. This algorithm utilizes the structured data present in the database
to enrich the embedding representations of text values to model their context-specific se-
mantic in the database. Besides, we provide (d) support for selecting a word embedding model
suitable for a user’s application. Therefore, we developed a data processing pipeline to
construct a dataset for domain-specific word embedding evaluation. Finally, we pro-
pose (e) novel embedding techniques for pre-training on tabular data to support applications
working with text values in tables. Our proposed embedding techniques model semantic
relations arising from the alignment of words in tabular layouts that can only hardly be
derived from text documents, e.g., relations between table schema and table body. In this
way, many applications, which either employ embeddings in supervised machine learn-
ing models, e.g., to classify cells in spreadsheets, or through the application of arithmetic
operations, e.g., table discovery applications [NZPM18], can profit from the proposed
embedding techniques.
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1
INTRODUCTION

Research in natural language processing has received substantial progress by using deep
learning techniques in recent years. Specifically, significant improvements are achieved
by using word embedding models like word2vec [MSC+13, MCCD13], fastText [BGJM17],
and BERT [DCLT19]. Those models are pre-trained on large amounts of unstructured text
in natural language. This allows them to encode text snippets as vector representations
where semantic relations between text values are represented as spatial relations. In this
way, embedding models can be employed by downstream applications to interpret input
text values and have found application in a wide range of NLP [XFS14, Sie15] and in-
formation retrieval tasks [ZKBA15, NMCC16, ZML+20]. The impressive success of word
embedding models has also attracted attention in the data management community. Es-
pecially in data interpretation [ETJ+18, LLS+20a] and data discovery tasks [FMQ+18,
NPZ+20], major successes are achieved by employing word embedding models. How-
ever, the text analysis capabilities of the popular database management systems still only
support traditional text-processing functions, which are restricted to analyze and trans-
form syntactic properties. Thus, they can not capture semantic relations between words,
which are not expressed by syntactic similarities. Accordingly, this thesis aims to im-
prove text analysis in database systems by integrating word embedding functionality in
relational database systems.

In the first place, we aim at extending the text processing capabilities with novel functions
using the powerful abilities of word embedding techniques. Specifically, we encode text
values in the database by dense vectors generated with word embedding models. Ma-
chine learning applications can then easily and efficiently access those vectors. In addi-
tion, novel word embedding operations largely extend the capabilities of the query lan-
guage. Therefore, those operations process the embedding representations maintained in
the database. To efficiently execute those novel operations, we design novel index struc-
tures and search algorithms for operating on high dimensional vectors in the database.
Moreover, we developed a RETRO framework to improve word embedding representa-
tions by using the semantic context of text values in the database system. The frame-
work is integrated into the database to efficiently generated optimized representations
for new text values. ML applications using the improved embeddings can profit from
this optimization process. To further support the database user, we investigate word em-
bedding evaluation techniques and construct a dataset for domain-specific embedding
model evaluation. By reviewing recent research works in the data management commu-
nity, we noticed that many of those applications use word embedding models pre-trained
on text. Thus, we investigate techniques to pre-train embedding models on tabular data
and evaluate their usefulness on table discovery tasks.

11



1.1 CONTRIBUTION

The contribution of this thesis can be summarized in five main aspects.

1. Word Embedding Operations: Based on the powerful abilities of word embed-
ding techniques, we integrate additional functionality for text analysis and machine
learning into a PostgreSQL database system. Therefore, we developed a database
extension [Gün18, GTLY19] to add novel query capabilities to the SQL query lan-
guage by additional word embedding operations. Those operations utilize vec-
tor representations of the text values in the database generated by word embed-
ding models. Essential operations are similarity quantification, analogy calculation,
grouping, clustering, and similarity joins.

2. Efficient Processing of Learned Representations: The word embedding representa-
tions of text values are stored in the database. To efficiently access those vectors and
execute the novel operations described above, we implement novel index structures
and a novel search algorithm [GTL19a]. Besides word embedding representations,
search applications using other learned representations can also profit from those
algorithms.

3. Optimizing Representaions of Database Text Values: A naïve application of a
word embedding model is not sufficient to represent the meaning of text values in a
database which is often more specific than the general semantic encoded in the raw
word embedding. This leads to sub-optimal embedding representations of text val-
ues and potentially undesired results of word embedding operations when applied
to the text values in the database. Thus, to improve the embedding representation,
we designed the relational retrofitting algorithm RETRO[GTL20, GOTL20] to utilize
the information given by the disposition of the text values in the database schema,
e.g., which text values appear in the same column or are related. An additional
variant of the algorithm provides a fast method to generate optimized embedding
representations for text values added later to the database in an online manner. Our
evaluation platform RETROLIVE [GTNL20] support users in the hyperparameter
tuning by visualizing the effects on the resulting embedding representations and
allows evaluating machine learning models on the optimized embedding represen-
tations.

4. Support for Embedding Model Selection: Our PostgreSQL database extension pro-
vides methods to switch between word embedding models underlying the execu-
tion of the embedding operations. In this way, the user can shift between differ-
ent notions of similarity. However, dependent on the domain of the text values in
the database and the application domain, different embedding models are suitable
for a specific task. To support users in the decision of a model, the system should
provide recommendations based on an extensive domain-specific evaluation of the
embedding models. Therefore, we propose an approach [GSTL20b] to automati-
cally construct a facet-structured evaluation dataset from tabular data. The dataset
is organized in a facet structure to facilitate a fine-granular evaluation of the perfor-
mance of the models. For the construction, one can use a large corpus of tables, e.g.,
a Web table corpus or a collection of a company’s CSV files.

5. Embedding Representation of Schema Information: Word embedding models pre-
trained on text turn out to be a poor choice to model semantic relations between
schema information in the column title and instance data appearing in the table
body. Moreover, text values in database systems are differently interpreted than

12 Chapter 1 Introduction



Figure 1.1: Structure of this Thesis

words and phrases in documents. Thus, when processing tabular data word em-
bedding model trained on documents might be suboptimal. To overcome this lim-
itation, we developed a novel embedding technique for text values in tables com-
patible with our system [GTGL21]. Our embedding approach can effectively model
relations between schema and instance terms. In an extensive evaluation, we pre-
train embeddings on Web tables and demonstrate that it can be effectively applied
to text values in various table formats, e.g., Web tables, spreadsheets, CSV files of
open data repositories.

1.2 OUTLINE

Figure 1.1 presents the organization of this thesis. In Chapter 2, we describe the funda-
mentals for this thesis. Specifically, we introduce common word embedding techniques
and their properties. Moreover, we introduce methods for evaluating word embedding
models and applications of word embeddings for data in tables. In Chapter 3, we present
a detailed overview of the research questions we address. Therefore, we analyze popu-
lar pre-trained word embedding models, which we use in the following chapters of the
thesis. Afterward, we introduce the main components of the integration of word em-
bedding techniques into database systems. Thereby, we define requirements for all those
components, which are addressed by our research presented in the following chapters.
Chapter 4 presents the design and the implementation of our word embedding database
systems. This also includes the integration of novel embedding operations. Moreover,
we tackle performance issues of word embedding operations. Therefore, we propose a
novel algorithm for approximated kNN-Joins in this chapter. In the following three chap-
ters, we present additional system components which address the research problems de-
scribed in Chapter 3. We start with our relational retrofitting framework in Chapter 5.
Besides, this chapter also describes an associated Web interface and an online version
of the algorithm to support efficient optimization of updated text values. In Chapter 6,

1.2 Outline 13



we present an algorithm for constructing a dataset for domain-specific word embedding
evaluation. Moreover, we use it to generate a comprehensive dataset and employ it in
an extensive evaluation of common word embedding models. Chapter 7 presents novel
models for training word embeddings on text in tables. In an extensive evaluation, we
show the usefulness of our models for different tasks and table formats. Finally, we con-
clude in Chapter 8. Thereby, we summarize the contribution and results and suggest
some directions for future work.

14 Chapter 1 Introduction



2
REPRESENTATION OF TEXT FOR NATURAL

LANGUAGE PROCESSING

To assess the potential of word embedding methods for database systems, we give a short
introduction to common practices in state-of-the-art natural language processing systems
and how word embeddings are used by those systems in Section 2.1. Then, we take a
closer look at word embedding methods and related embedding methods in Section 2.2.
This is followed by Section 2.3 where we shortly discuss how word embedding models
are evaluated. Finally, we discuss properties of word embeddings that can be utilized
for processing textual data in tables and look at applications that build upon those in
Section 2.4.

2.1 NATURAL LANGUAGE PROCESSING SYSTEMS

Natural language is a tool humans regularly use to communicate with each other. Thus,
there are large amounts of textual data in natural language which are valuable for analyz-
ing them with computers. Moreover, in many applications, it is desired to implement in-
terfaces where users can communicate to the system in natural language and/or that the
system can communicate its output in natural language (e.g. to increase their usability).
All these require techniques to make human languages accessible to computers which are
the subject of the field of natural language processing (NLP) [Eis19]. Understanding and
producing natural language is a challenging task. Even humans able to speak a language
are unable to formally define it. Thus, for many NLP tasks commonly used tools rely on
supervised machine learning techniques [Gol17]. Formerly, linear classification models
have been widely used in NLP. However, neural networks, and especially deep learning
techniques, got more prevalent more recently [Man15, YHPC18]. Those deep learning
models implement complex classification functions by learning hierarchies of represen-
tations from the input. In [Eis19] their dominance is explained by rapid advantages in
the deep learning community, the compatibility of such models with word embeddings
(see Section 2.2), and their efficient implementation on GPUs and TPUs leading to better
hardware utilization.
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Figure 2.1: Variety of Embedding Techniques

NLP Pipelines The rise of deep learning in NLP has also changed the structure of typ-
ical pipelines for NLP tasks. Today, supervised NLP tasks are typically performed by
end-to-end neural networks [BG19]. Most of those networks utilize so-called word em-
bedding models to encode terms into continuous vector representations. One can dis-
tinguish between static (see Section 2.2.1 and Section 2.2.2) and contextualized word em-
beddings (see Section 2.2.3). Contextualized word embedding models do not statically
map a word to a vector, but also consider other terms in the sentence where the word
occurs. Word embedding vectors can either serve as input vectors or as parameters of
the neural network model which are fine-tuned during the training. While fine-tuning
can increase the performance of a model, it can also hurt the generalization properties
of the neural network, because only embeddings observed in the training data can be
adjusted [Gol17]. Here, fine-tuning is very common.

2.2 WORD EMBEDDING MODELS

The objective of building word embedding models is to encode the semantic of words
into a numerical representation. This objective has a long history. Gottfried Wilhelm
Leibniz already tried to use prime numbers to implement a calculus [Lei76] that assigns
words to numbers from which semantic relations should be derived by arithmetic rela-
tions [Mit79].

Word embedding models perform a transformation from terms of a vocabulary V into a
continuous vector space R

d. A straightforward vector encoding for terms is the one-hot
encoding where the dimensionality d corresponds to the vocabulary size |V | and each
term is represented by the vector that holds a 1 at the index of the term in the vocabulary
and zeros everywhere else. In contrast, word embedding models rather assign terms to
dense vectors of much lower dimensionality. The one-hot-encoding can be seen as a local
representation since each element of a vector encodes the presence of a specific term. State-
of-the-art embeddings are so-called distributed representations [HMR86]. Here, terms are
not assigned to specific dimensions but rather by a d dimensional vector specific for this
term. Those vectors can be seen as activation patterns spanning over all d dimensions.
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Similarly, in the human brain a representation of an object is not encoded by one neuron
but rather by activation statuses of several neurons. Those word vectors are learned by a
word embedding algorithm which is applied to a large corpus of text.

According to the Distributional Hypothesis, the semantic of words can be derived from
their distribution in texts. Thereby, words occurring in the same contexts usually have
a similar meaning [Har54]. Based on this hypothesis, word embedding models capture
distributional properties of words in dense vector representations.

Types of Embedding Techniques: There is a large variety of different word embedding
models (see Figure 2.1). We distinguished them into static and contextualized word em-
bedding techniques. Early static methods utilize matrix factorization to generate embed-
dings (Section 2.2.1). Later techniques generating learned distributed representations (Sec-
tion 2.2.2) where developed, e.g., word2vec [MSC+13, MCCD13] and GloVe [PSM14]. In
Section 2.2.3, we introduce the recently developed contextualized word embedding models,
which differ from the other methods in the sense that the term to vector mapping is per-
formed dependent on the surrounding words in the sentence. Ordinary embedding tech-
niques map terms directly to vectors. To represent unknown terms, several techniques
model subwords, e.g., n-grams, as vectors to enable users to embed tokens not observed
in the text corpus by the embedding training algorithm. Besides word embedding mod-
els, there is a wide range of methods mapping other entities into a dense vector space,
e.g., item2vec [BK16], graph2vec [NCV+17], code2vec [AZLY19], and table2vec [ZZB19].
Especially for embedding nodes in graphs, a large variety of techniques have been pro-
posed [GF18]. Since those techniques have a wide range of applications, including data
management tasks, we take a closer look at them in Section 2.2.6. Traditionally embed-
ding techniques produce representations in a Euclidean vector space. However, for some
applications, other non-Euclidean spaces are favorable, which leads to the development
of embedding techniques like word2bits [Lam18], BinaryBERT [BZH+21], and Poincaré
embeddings [NK17] (see Section 2.2.7).

2.2.1 Matrix Factorization Methods

Many word embedding methods rely on term-context matrices M = [mi,j ] ∈ R
|V |×|C|

where each row i represents a word and each column j represents a linguistic context.
Each entry mi,j is either zero or represents a weight if word i is present in context j.
Different definitions of contexts c ∈ C are possible. For large document collections, each
document can be considered as a context [DDF+90]. The weight can then be defined by
the frequency of the word in the document. Also popular is the sliding window approach.
Thereby sequences of 2w + 1 words are observed by shifting a window of this size over
the sentences in a document. For the center words in those sequences, the surrounding
words act as contexts. Here, the weight can be defined as the number of sequences a
center and context word co-occur. Moreover, the distance between a center word and
a context word can also be used for the weighting [PSM14]. Both context types, word
frequency as well as the number of co-occurrences favor associations between frequent
terms and contexts. To reduce this bias, the point-wise mutual information [CH90] can be
used as an alternative association measure:

PMI (w, c) = log
P (w, c)

P (w)P (c)
(2.1)

Here, P (w) and P (c) refer to the probabilities of observing the word w and context c,
and the term P (w, c) denotes the joint probability of observing w in context c. Further
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considerations of the use of PMI for creating term-context matrices can be found in [PL02,
TP10].

To reduce the dimensionality of the term-context matrix Singular Value Decomposition is
used. If the dimensionality of the columns of M is reduced to obtain a dense vector for
each context, e.g., for document retrieval, this is called Latent Semantic Indexing [DDF+90].
When the dimensionality of the rows is reduced to obtain dense vectors for terms, e.g.,
to reveal word similarity, this is called Latent Semantic Analysis [LD97]. SVD decomposes
the matrix M into a matrix product UΣV T such that U and V are in column orthonor-
mal form (columns are orthogonal and have unit length), and Σ is a diagonal matrix of
singular values. Afterward, Σk can be obtained by selecting the top k singular values.
Moreover, Uk and Vk are obtained by selecting only the k leftmost columns of U and V .
Then, M ′ = UkΣkV T

k constitutes a low-rank approximation of M . Moreover, a matrix of
k-dimensional embeddings E = UkΣk can be calculated. Here, the rows are a low dimen-
sional approximation of the high dimensional rows of M in the sense that the dot product
of two rows in E is equivalent to the dot product of two rows M ′ [Gol17]. In practice, Uk

is sometimes directly used as the embedding matrix. The embedding vectors can then
be used to quantify similarity between words [LD97]. Usually, a dimensionality between
50 and 300 is selected [Gol17]. The dimensionality reduction has several advantages: On
the one hand, the term-context matrix is usually very sparse and can contain millions of
contexts, making it very unhandy. On the other hand, those large vectors might be noisy,
especially for infrequent terms and contexts. By lowering the dimensionality, the noise
can be reduced. Moreover, by limiting the dimensionality, the latent meaning of words
can be revealed and similarity measures can be improved [TP10].

2.2.2 Learned Distributed Representations

Besides representations directly generated from a co-occurrence matrix, several meth-
ods initialize word vectors randomly and modify them by an optimization algorithm to
satisfy an objective function. Thereby, a word is represented by a d-dimensional vector
(d << |V |). However, a dimension is not interpretable like a column in the term-context
matrix introduced in Section 2.2.1. A property of a word is rather captured by a combi-
nation of values of multiple dimensions. The most popular method in this category is the
word2vec technique proposed in [MSC+13, MCCD13]. Here, two models are introduced:
Continuous Bag of Words (CBOW) and Skip-Gram. Both models use a neural network to
model probabilistic relations between a center word and context words. Figure 2.2 de-
picts the architectures of the models. Both models use a sliding window approach to
obtain sequences of words wt−l, . . . , wt, . . . , wt+l from a large corpus with a fixed-length
k = 2l + 1. The CBOW model tries to predict the center word wt from the surround-
ing context words. In contrast, the Skip-Gram model tries to predict the surrounding
words given the center word. Both models consist of two embedding matrices W and
W ′. The matrix W also serves the matrix of the actual word embeddings after the model
training is finished, however, one might also use W ′ or a combination of both matri-
ces [NMCC16]. Before the training, both matrices are initialized randomly. The models
represent each word in form of a sparse one-hot encoding xi. Those sparse vectors are
then transformed into dense d-dimensional vector representations by multiplying them
with the matrix W . While in the Skip-Gram model h = Wx is directly obtained from the
matrix, in the CBOW model h = 1

2l
(x1 + . . . + xk) is obtained by averaging the vectors

of the context words. Then h is transformed back into a |V |-dimensional vector of scores
by multiplication with W ′. A straight-forward approach to predict probabilities for the
center word in the CBOW model and a context word in the Skip-Gram model is to apply
a softmax function σ(y)i =

exp(yi)∑|V |

j=1
exp(yj)

on the output layer. However, the training of

such a model is too inefficient for a large collection of text [Ron14]. To solve this problem,
[MSC+13] propose to use a technique called negative sampling. Alternatively, one can
use hierarchical softmax as described in [MCCD13].
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Figure 2.2: Architecture of Word2Vec Neural Networks

Negative Sampling To train word embeddings more efficiently, a different objective
is used for training. Thereby, also pairs (w, C) ∈ D of a center word and a context are
considered. The model should then learn to distinguish correct pairs in D from randomly
sampled incorrect pairs (w, C ′) ∈ D̄. The size of D̄ is selected to be n times higher than
the size of D, where n constitutes a hyperparameter of the model. The following loss
function is used:

L =
∑

(w,C)∈D

logP (D = 1|w, C) +
∑

(w,C′)∈D̄

logP (D = 0|(w, C ′) ∈ D̄) (2.2)

For the CBOW model P (D = 1|w, C) is defined as follows:

P (D = 1|w, C) =
1

1 + exp(−wT h)
w ∈ W ′ h =

1

2l
(x1 + . . . + xk) (2.3)

Hereby, w is the vector in W ′ representing the center word w. For the Skip-Gram version,
the context words are considered independently from each other. Thus, context pairs
with only one context word are considered. The probability P (D = 1|w, C) is derived as
follows:

P (D = 1|w, C) =
1

1 + exp(−wT h)
w ∈ W h ∈ W ′ (2.4)

Hereby, h denotes the vector of the center word. P (D = 0|(w′, c′) can be defined by its
complement P (D = 0|w′, C ′) = 1− P (D = 1|w′, C ′)

Relation to Term-Context Matrix In [LG14b] it is shown that the negative sampling
variant of the Skip-Gram model implicitly factorize a term-context matrix M = [mi,j ] ∈
R

|V |×|C| like it is used by the matrix factorization methods described in Section 2.2.1.
This matrix constitutes the product of the term and context embedding matrices defined
above: M = W · W ′T . Each value mi,j in this matrix corresponds to the product wi · cj of
a term and a context embedding vector. In [LG14b] it is shown that the objective of the
Skip-Gram model is minimized when mi,j = PMI(wi, cj)− logn where n is the number
of negative samples per word context pair.
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GloVe Another popular word embedding model is GloVe [PSM14]. Instead of defining
its objective only on the individual context windows, it utilizes global statistics from a co-
occurrence matrix. First, it constructs an explicit term-context matrix X = [xi,j ] ∈ R

|V |×|V |

that relates two words wi and wj if wj occurs in the context window of word wi and holds
a global weighted co-occurrence count in xi,j . Each center word wi is associated with a
vector wi and a bias bi, and each context word wj is associated with a context vector cj

and a bias b̃j. Then, it samples word context pairs (wi, wj) ∈ D, where the matrix X is
not zero for training the vectors according to the following loss function:

∑

(wi,wj)∈D

f(xi,j)(wi
T cj + bi + b̃j − log xi,j)

2 (2.5)

Hereby, f denotes a weighting function which assigns co-occurrence counts to values
between 0 and 1.

fastText A common problem of the embedding techniques described above is the mod-
eling of rare terms. Embeddings obtained for rare terms are suboptimal because of the
little information available to the model. Moreover, for unknown terms, no word em-
bedding can be obtained. To address those problems, [BGJM17] propose an extension of
the Skip-Gram model that models terms as a bag of character n-grams. For each word
w, a set Gw is constructed that contains the n-grams of w as well as w itself. The authors
of [BGJM17] state, it is useful to generate n-grams for all n ∈ {3, 4, 5, 6} in practice. All
n-grams of a corpus obtain a vector representation in the first weight matrix W of the
Skip-Gram model. The calculation of the probability according to Equation (2.4) is then
modified as follows:

P (D = 1|w, c) =
1

1 + exp(−s(w, c))
s(w, c) =

∑

g∈Gw

zg
T vc zg ∈ W vc ∈ W ′ (2.6)

Thereby, the dot product wT h of a word vector and a context vector is replaced by the
scoring function s(w, c), which represents a word by the n-gram set Gw.

2.2.3 Contextualize Word Embeddings

Two syntactically equivalent words always obtain the same vector by the static word em-
bedding models described above. Thus, a limitation of such models is that they can not
cope with polysemy. To solve this problem, contextualized word embedding models take
the context of surrounding words into consideration. Early contextualized word embed-
ding models like CoVe [MBXS17] and ELMo [PNI+18] utilize neural networks with an
LSTM architecture [HS97] to learn from sequences. Later [DCLT19] propose to use the
Transformer architecture [VSP+17] for a contextualized word embedding model called
BERT, which leads to large improvements in downstream NLP tasks.

The BERT model is based only on an encoder part of the Transformer neural network
architecture [VSP+17]. Originally, the Transformer was proposed for machine translation
tasks, where an encoder generates for each input token a vector representation and a
decoder predicts a sequence of output tokens base on the input vectors. BERT only uses
the architecture of the encoder part. This consists of several so-called Transfomer blocks
which themselves consist of a multi-head attention layer and a fully connected layer.
For more details, we refer to [VSP+17]. The model is pre-trained on a large text corpus
and fine-tuned on a task-specific training set. Pre-training requires large computational
resources1. Fine-tuning is comparably fast and has a lower resource consumption.

1The authors stated they run their pre-training procedure for 4 days on 16 TPUs for the largest model.
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Input Encoding: Usually, the BERT model gets an input consisting of two sentences. To
encode the input text, BERT tokenizes the sentences using a wordpiece tokenizer [SN12,
WSC+16] and generates three kinds of input vectors for each token:

1) Token Embedding: Each input starts with the [CLS] token, followed by the wordpiece
tokenization of both sentences. Between both sentences, a [SEP] token is added. For each
unique token, a unique embedding representation is generated.
2) Segment Embedding: To encode the information to which sentence a token belongs,
segmentation embeddings are added. There are only two different segmentation embed-
dings for the two different sentences.
3) Positional Embedding: The position of the token is encoded by position embeddings.
BERT models have a defined length (typically 500 tokens). Each position has a specific
embedding.

The embedding representation of a token is defined by the sum of those three types of
embeddings. Before the pre-training, all three embedding types are initialized randomly.

Pre-Training: Pre-training can be done with various pre-training tasks where it is easy
to generate a large amount of training data. The most common task is the Mask-Language
Model task. For this task, an algorithm randomly selects words from sentences in a large
text corpus and replaces them with a [MASK] token (or a randomly selected word). Then,
the model is trained to predict the mask words in each sentence. Hereby, the output em-
bedding at the position of the [MASK] token is decoded by an additional fully connected
layer with the softmax activation function.

Fine-Tuning: During fine-tuning, the model is trained to solve a specific (NLP) machine
learning task. Here a task-specific labeled corpus is required. However, in practice due
to the pre-training, a much lower amount of labeled data is required to achieve the same
accuracy achieved by a model without pre-training. To fine-tune a model, the BERT-
architecture is extended with tasks-specific layers. For simple classification tasks, a layer
can be added on the output of the output corresponding to the [CLS]. Subsequently, the
model is initialized with the weights obtained from the pre-trained model. Afterward,
the fine-tuning is done by training the model with the labeled data. The authors test the
model on question answering tasks as well as several classification tasks which require
language understanding.

2.2.4 Advantages of Contextualize and Static Word Embeddings

In general, contextualized word embedding models deliver superior performance on
supervised NLP tasks. On the GLUE (General Language Understanding Evaluation)
benchmark [WSM+19], the best-performing models utilize contextualized word embed-
ding models. However, methods for generating static embedding representations are
still relevant [GJ21]. For instance, contextualized embedding models might not be effec-
tive for unsupervised tasks. To effectively use them, a tasks specific fine-tuning step
with training data is required. Embeddings obtained from different layers of a pre-
trained BERT model without fine-tuning deliver only poor performance. This is shown
in [RG19] for a sentence similarity search task. Here, word embeddings obtained from
static embedding models like GloVe [PSM14] produce vector representations superior to
embeddings produced by BERT. However, BERT can be fine-tuned to generate static sen-
tence embeddings by providing additional training data, as shown in [RG19]. Further,
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in [BDC20, GTZ+20, GJ21], methods are introduced to utilize BERT to generate state-of-
the-art static word embeddings. Besides, [PWS19] propose a method to improve a BERT
model with static embeddings for question answering. Since contextualized embedding
models require a sequence of words as input similar to a sentence, they are less useful
for tasks where representations for single words are required. Good examples are text
values in tables which usually do not contain whole sentences. Moreover, it is usually
hard to effectively combine pre-trained BERT models with other ML models [Edw21].
Thus, for complex ML models, it might be more effective to use static embedding vectors
or similarity scores derived from word embedding representations as features. Further
limitations derive from the fact that post-processing methods developed for static embed-
ding methods are not applicable for contextualized word embedding models. Examples
are the debiasing of word embeddings according to stereotypical semantic relations like
gender biases [BCZ+16, KB19] and the so-called retrofitting technique [FDJ+15], which
incorporates additional relational information into a word embedding model (see Sec-
tion 5.1.2). In this thesis, we primarily focus on methods for static word embedding
representations. However, this does not limit its applicability to static word embedding
models since those representations can be generated with contextualized embedding rep-
resentations, e.g., with the algorithms proposed in [BDC20, RG19].

2.2.5 Properties of Static Word Embeddings

Word vectors obtained from static word embedding models represent semantic relations
between words in the form of arithmetic relations. This can be utilized to quantify simi-
larity and to solve analogy questions [PSM14].

Similarity Quantification

To quantify the similarity between two words (wi, wj), one can utilize the cosine similar-
ity between their word vectors vi and vj:

simcos(wi, wj) =
vi · vj

||vi||·||vj||
(2.7)

To speed up the computation for many word pairs, one can normalize all word vectors.
This reduces the effort to compute the scalar product of the vectors. To quantify the
similarity of word phrases, one can calculate for each phrase the centroid of the word
vectors obtained from the tokens of the phrase [ALM17]. Calculating weighted centroids
to prefer infrequent words can further improve phrase embeddings obtained in this way.

Word Analogies

In [MCCD13], the authors show that word embeddings can be used to solve so-called
analogy tasks. Thereby, semantic relationships such as gender-inflections, and geograph-
ical relationships can be recovered [LG14a]. Such an analogy task is formed by two pairs
of terms (a, b) and (a′, b′) sharing a relation. Thereby (a, b, a′) correspond to the ques-
tion and b′ to its answer. In an often referred example [MCCD13], (‘man‘, ‘woman‘) and
(‘king‘, ∗) are given whereby the right answer is ‘queen‘. To answer those questions arith-
metic operations are applied to the embedding vectors of the given words. Often, the
embedding vectors are normalized before performing those arithmetic operations, e.g.,
in the experiments in [MCCD13]. In [LG14a], the authors describe three different meth-
ods to solve analogy tasks: PAIRDIRECTION, 3COSADD, and 3COSMUL.
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PairDirection The PAIRDIRECTION method [MYZ13] compares the difference vector of
the given word pair (a, b) with all potential word pairs (a′, b′). The pair with the highest
cosine similarity is selected.

b′ = argmax
b′∈V \{a,b,a}

(simcos(vb′ − va′ , vb − va)) (2.8)

In [LG14a], it is stated that the PAIRDIRECTION method performs well in tasks where
a restricted set of semantically similar candidate solutions is provided. In contrast, it
performs poorly if the embedding vectors of all terms in the vocabulary V are consid-
ered because it only models the direction of the relation vector but neglects the distances
between the individual embedding vectors.

3CosAdd The 3COSADD method first proposed in [MCCD13] solves the analogy by
employing the formula below. Here, all vectors are normalized.

b′ = argmax
b′∈V \{a,b,a}

(simcos(vb′ , va′ − va + vb)) (2.9)

= argmax
b′∈V \{a,b,a}

simcos(vb′ , va′) + simcos(vb′ , vb)− simcos(vb′ , va)

Here, a word b′ is determined, which is similar to a′ and b and dissimilar to a [LG14a].

3CosMul In [LG14a], a third method called 3COSMUL was proposed, which is similar
to 3COSADD but produced better results on several benchmarks.

b′ = argmax
b′∈V \{a,b,a}

sim∗
cos(vb′ , va′) · sim∗

cos(vb′ , vb)

sim∗
cos(vb′ , va) + ε

sim∗
cos(x, y) =

simcos(x, y) + 1

2

(2.10)

≈ argmax
b′∈V \{a,b,a}

log sim∗
cos(vb′ , va′) + log sim∗

cos(vb′ , vb)− log sim∗
cos(vb′ , va)

Thereby, the cosine similarity values are mapped to values between 0 and 1, and ε is
used to prevent division by zero (ε = 0.001). The authors of the paper argue that the
improvement arises from a better balancing of the similarity values by the logarithm.

2.2.6 Node Embeddings

Similarly to word embedding models, a node embedding technique performs a map-
ping f : V → R

d of vertices V in a graph G = (V, E) in a way that geometric rela-
tions in R

d reflect relations of the nodes V in G. The set of node embedding techniques
ranges from shallow metric embedding techniques to techniques based on deep neural
networks [Gro20]. Traditional metric embedding techniques like Isomap [TDSL00] and
Laplacian eigenmaps [BN01] rely on dimensionality reduction techniques. A simple em-
bedding model can be constructed by applying a matrix factorization as described in
Section 2.2.1 to the adjacency matrix of the graph. In the resulting set of embeddings,
the vectors of two nodes u, v ∈ V are close if they are directly connected by an edge
(u, v) ∈ E. This property is called first-order proximity [ZYZZ18].
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(a) Deep Walk (b) Node2vec Sampling Strategies

Figure 2.3: Skip-Gram Node Embeddings

Node Embeddings based on Word2vec

In [PARS14], a technique called DeepWalk was proposed to train node embeddings with
the Skip-Gram model (see Figure 2.3b). First, this method generates random walks from
a graph G. Usually, an equal number of random walks for each node n ∈ V is generated.
Afterward, the random walks are treated like sentences. Using the sliding window ap-
proach, pairs (nc, C) of a center node nc and a set of context nodes C can be constructed
and used to train a Skip-Gram model. The model produces vectors that are similar if
the respective nodes occur in similar contexts in random works. In this way, DeepWalk
produces embeddings that preserve higher-order proximity [ZYZZ18].

A generalization of the DeepWalk method is the node2vec method [GL16]. The authors
identified two kinds of special random walks starting from a node n0: (1) walks ob-
tained by a breadth-first sampling and (2) walks obtained by a depth-first sampling (see Fig-
ure 2.3b). Node2vec introduces a framework to bias the random walk generation to re-
semble a breadth-first sampling or a depth-first sampling. Therefore, the authors replace
the uniform transition probability used in DeepWalk with a biased transition probability
P (nx|nv, nt) for transitions from node nv to node nx which depends on the last traversed
edge (nt, nv) defined in Equation (2.11). Thereby, d(nt, nx) refers to the distance between
the preceding and the succeeding node, and Z is a normalization constant to fulfill the
probability rule of sum. The probability depends on the constants p and q. High val-
ues of p and low values of q lead to random walks similar to a breadth-first sampling.
In contrast, an opposing assignment of p and q leads to walks similar to a depth-first
sampling.

P (nx|nv, nt) =

{
πt,x

Z
if (nv, nx) ∈ E

0 otherwise
πt,x =





1
p

if d(nt, nx) = 0

1 if d(nt, nx) = 1
1
q

if d(nt, nx) = 2

(2.11)

DeepWalk is a special case of node2vec with p = 1 and q = 1. The evaluation in [GL16]
shows that different assignments of p and q can lead to significant improvements when
the embeddings are used for node labeling and link prediction tasks.

Graph Neural Networks

Besides the Skip-Gram Model, neural networks in form of Graph Neural Networks can
be used to train node embeddings, e.g., as done in [KW17]. A definition of a standard
GNN architecture is provided in [Gro20]. According to this definition, the GNN holds

24 Chapter 2 Representation of Text for Natural Language Processing



for every node V in the graph G = (V, E) a state vector xv ∈ R
d. Those state vectors are

modified by the graph neural network using a message-passing algorithm. Therefore, it
uses an aggregation function α and an update function γ. α aggregates the state vectors of
the neighbors of a node v into a single vector av. Afterward, γ calculates a new node state
xv

t+1 based on av and the previous state xv
t. A simple definition of α and γ is given in

Equation (2.12).

α(v, t) =
∑

w∈N(v)

Wagg · xw
t γ(v) = σ

(
Wup

(
xv

t

α(v, t)

))
(2.12)

Hereby, σ is an activation function. The alternating execution of α and γ is computed
for a fixed number of iterations. Wagg and Wup are weight matrices that are optimized
during the training of the GNN according to a specific training objective. More complex
GNNs can be built by stacking multiple layers in form of multiple functions αi and γi.

To generate node embeddings, the initial states xv
0 are initialized with random vectors

and any objective function can be used to train the GNN. The resulting state vectors
constitute the desired node embeddings.

2.2.7 Non-Euclidean Embedding Techniques

Usually, word embeddings, as well as node embeddings, are continuous representations
in a Euclidean vector space. However, for some applications, other geometric spaces are
more suitable.

Hyperbolic Node Embeddings

In [NK17, NK18], an algorithm is proposed to learn node embeddings in hyperbolic vec-
tor spaces. The authors observe that Euclidean vector spaces are unsuitable to represent
hierarchical data. In order to represent a large highly connected taxonomy graph in a Eu-
clidean vector space such that connected nodes obtain nearby representations and not-
connected nodes obtain distant representations, the dimensionality of the vector space
needs to be high. In contrast, in a low-dimensional Poincaré ball, this is possible. The
authors show that those embeddings are superior in tasks like graph reconstruction and
link prediction [NK17].

Binary Word Embeddings

All embedding techniques described above produce continuous representations. Usu-
ally, those embeddings are stored with 32-bit floating-point values, e.g., in the popular
embedding framework Gensim [RS10]. This leads to relatively large embedding models.
Often the embedding vectors require much more memory than the vocabulary, e.g, this
is the case in the popular pre-trained Google News Word2vec model2. To overcome this
problem, some word embedding techniques generate word bit vectors that require less
memory and achieve similar quality as traditional word embedding models. Thereby

2https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/edit?usp=sharing
(Access: 08/26/21)
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each word is assigned to a bit vector. In [TGH19], a technique is proposed that com-
presses pre-trained embedding models with an autoencoder architecture to achieve this.
Other models like BinaryBERT [BZH+21] and word2bits [Lam18] directly train binary
embeddings. Word2bits uses the word2vec CBOW model with negative sampling and a
novel concept called virtual quantization. Thereby, the loss function of the CBOW model
is modified to apply the quantization function Q (see Equation (2.13)) on each element of
center word vector v and context word vectors x1, . . . , xk. This function Q assigns values
to −1

3 or 1
3 .

Q(x) =

{
1
3 if x ≥ 0

−1
3 if x < 0

(2.13)

After the training, the quantization function is applied to the sum of the center word
vector and the context word vector for each word to obtain a bit vector. The authors
show in [Lam18] that those bit vectors are able to outperform vectors trained with the
original CBOW model on several benchmarks. Moreover, in Section 4.5.9, we propose a
method to calculate word similarity with word2bit vectors, which is much more efficient
than the similarity calculation with traditional word embeddings.

Limitaions of Non-Euclidean Embeddings

Besides the advantages of those non-Euclidean embeddings, a limitation is that tools
and frameworks working with embedding models are usually designed for Euclidean
embedding models. This limits their utility for real-world applications. For instance,
a hyperbolic embedding model can not be used in standard neural network classifiers.
Moreover, many index structures for Euclidean vectors are not applicable for hyperbolic
and binary embeddings. However, adaptations are possible. For example, multiple neu-
ral network architectures for the hyperbolic space have been developed [GBH18].

2.3 EVALUATION OF WORD EMBEDDINGS

Techniques for evaluating word embedding can be categorized into two groups: intrinsic
and extrinsic [SLMJ15]: Extrinsic methods focus on specific applications of word embed-
ding models, such as Named Entity Recognition, Text Classification, Part-of-Speech Tag-
ging, Sentiment Analysis, and many more. Hence, the quality of a word embedding is
directly derived from a performance metric applied to the outcome of a downstream task
using this embedding. However, [SLMJ15] showed that there is no correlation between
word embedding performance for different downstream tasks. For this reason, extrinsic
methods cannot be used as an objective metric of word embeddings quality. In contrast,
intrinsic techniques investigate properties of word embedding models like the similarity
of word vectors and compare those against manually created datasets either constructed
in the laboratory or on crowd-sourcing platforms.

Intrinsic evaluation methods can be further distinguished according to the properties
they focus on. Often considered are the correlation of vector similarity with similarity
observed by humans, the accuracy observed by deriving analogies from arithmetic prop-
erties of word vectors, and cluster-based properties. An overview of the most commonly
used data collections is given in Table 2.1.
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Dataset Size Comment
MEN [BBBT12] 3,000 word pairs general domain knowledge, semantic relat-

edness, scale from 0 to 50
SimLex-999 [HRK15] 999 terms general domain knowledge, semantic simi-

larity, scale from 1 to 10
MTurk-771 [HDGK12] 771 word pairs semantic relatedness, scale from 0 to 5
RG-65 [RG65] 65 word pairs semantic similarity, scale from 0 to 4
RW [LSM13] 2,034 word pairs semantic similarity of rare words, a scale from

0 to 10
SimVerb-3500 [GVH+16] 3,500 word pairs only verbs, semantic similarity, scale from 0

to 4
TR-9856 [LDH+15] 9,856 word pairs focusses on relatedness of multi-words
WordSim-353 [FGM+01] 353 word pairs focus on relatedness, scale from 0 to 10

(a) Similarity Datasets

Dataset Size Comment
WordRep [GBL14] ≈118M analogies in

26 semantic classes
Google Analogy + data from WordNet

Google
Analogy [MCCD13]

19,544 analogy tasks
build from 550 relations,
14 categories

semantic and syntactic relations, mostly
city-country relations

MSR [MYZ13] 8,000 analogies in
16 morphological classes

syntactic relations

(b) Analogy Datasets

Dataset Size Comment
ESSLLI-2008 [Ass08] 45 terms,

9 categories
every category encompasses 5 verbs

8-8-8 [CCN16] 128 terms,
8 categories

constructed for outlier detection

WikiSem500 [Gam19] 500 cluster of
9 - 14 terms
per language

outlier detection tasks constructed from Wikidata
(multi-lingual)

(c) Cluster-based Datasets

Table 2.1: Data Collections for Intrinsic Evaluation
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2.3.1 Similarity Evaluation

Word embeddings are often evaluated by similarity metrics. Datasets like MEN [BBBT12]
or SimLex-999 [HRK15] contain similarity ratings of human judges. Based on those rat-
ings, one can construct a ranking of similar words to an initially selected word. Ac-
cordingly, a ranking can be constructed by the word embedding model based on the
cosine similarity of the word representations (see Section 2.2.5). Then, the ranking corre-
lation coefficient of both rankings serves as a quality score of the word embedding model.
However, similarity-based quality assessments heavily depend on the notion of similar-
ity, which is different for all evaluation datasets. For example, in SimLex-999 semantic
similarity was in the focus of consideration, while MEN also assigns higher scores to
related words. Even though similarity-based evaluation is very popular, it is often criti-
cized because similarity is very subjective and biased by certain factors [Bak18].

2.3.2 Analogy Evaluation

The analogy task evaluates if certain relations can be recovered by a given word embed-
ding model. Thereby, analogy queries given by a gold standard are solved by a word
embedding model. Hereby, one of the three methods described in Section 2.2.5 can be
used. For each question, the result is compared to the solution provided by the gold stan-
dard. After all analogy questions are solved, an accuracy value is derived which can be
compared to accuracy values of other embedding models on the same dataset.

There is a variety of publicly available datasets with analogy queries for word embed-
ding models. However, a limitation is that those datasets do not allow a domain-specific
evaluation. The largest data collection is WordRep [GBL14] containing over 118M analo-
gies derived from WordNet. The analogies are grouped according to WordNet relations
such as Antonym, MemberOf, IsA, etc. While WordRep is a very valuable data collec-
tion to test word embeddings, we noticed that the abstraction level of the relationships
is too high for detailed domain-specific evaluations. Other common analogy datasets are
Google Analogy and MSR: Google Analogy [MCCD13] is a subset of WordRep where
over 50% of the analogies are encompassed by country-city relation pairs. MSR [MYZ13]
focuses on syntactic relations.

2.3.3 Cluster-based Evaluation

In [BDK14], a clustering approach is applied to the vectors of a word embedding model
to categorize the respective words in groups. The resulting clusters are compared with
groups given by a gold standard using a set similarity metrics. However, this approach is
criticized because it could depend on the clustering algorithm and its initialization [Bak18].
As an alternative, [CCN16] propose to evaluate word embeddings on the outlier detec-
tion tasks and publish the 8-8-8 dataset for this purpose. Here, the goal is to determine
the outlier for a given set of terms. Using the word embedding model the term with the
highest vector distance to the centroid of word vectors of the provided terms is selected.
This should coincide with the outlier in the gold standard. This method evaluates the
cluster property of a word embedding model independently from a specific clustering
algorithm.
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2.4 APPLICATION FOR TABULAR DATA

Word embeddings have already been applied to text values in tabular data for various
data management applications. At this point, we want to give a brief overview of the
main application areas.

2.4.1 Semantic Search

Word embeddings can be used to enhance the capabilities of search applications. Tra-
ditionally, many of those applications rely on the popular vector space model [SWY75].
This requires syntactic similarity of words, i.e., search results should contain the words in
the query or syntactically similar words [ZD95]. A major problem with those techniques
is that semantically similar or related words are not necessary syntactically similar. To
handle this problem, handcrafted thesauri supply mappings between synonyms [Voo94].
However, such thesauri provide only limited coverage of domain-specific terms. In con-
trast, word embedding models provide a data-driven solution to obtain high-quality sim-
ilarity scores. Therefore, they can be employed to quantify similarity [ALM17] and se-
mantic distance [KSKW15] of text to implement semantic search features. This can also
be utilized for text in tabular data. Thus, word embeddings have been used to implement
semantic SQL queries [BS17] and search systems for unionable tables [NZPM18]. More-
over, in [HPW21, HPR+21], word embeddings are used to answer queries with quantity
filter predicates over semi-structured content. Here, quantity facts extracted from Web
tables are matched to query terms based on word embedding vector distances. Besides,
using embedding models pre-trained on text [HNM+20, YNYR20] pre-train contextu-
alized embeddings with a Transformer architecture jointly on text and tabular data for
semantic parsing tasks on tables like question answering.

2.4.2 Data Curation

Text values in natural language contain references to real-world entities, which are in-
dependent of the dataset in which the values occur. In contrast, ids are often specific
for a particular dataset, and numbers need to be connected to a unit and an attribute
to be interpretable. Therefore, text values are specifically valuable for data integration
and curation tasks, e.g., the linking of entities across datasets [KDSG+16] and missing
value imputation [BSS+18]. Pre-trained word embeddings capture knowledge derived
from the large corpora they are trained on. Several entity matching systems exploit
this knowledge [ETJ+18, MLR+18, BS20, LLS+20a, PB21], leading to substantial improve-
ments when compared to traditional approaches based on heuristics especially for match-
ing textual and dirty data records. Recently, the authors in [TFL+21] propose pre-training
embedding models on tuples of tables to employ them for several data cleaning tasks.

2.4.3 Data Discovery

Knowledge from pre-trained word embeddings can also be utilized for data discovery.
When tokens of two text values are transformed into sets of word vectors, those word
vectors exhibit a pair-wise high cosine similarity. This has been exploited by [FMQ+18]
to find links between tables across datasets. Similarly, in [NPZ+20], the cosine similar-
ity of mean embedding vectors of text values in columns is calculated. Subsequently, this
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similarity is used as a metric in a probabilistic model to obtain a suitable hierarchical nav-
igation structure for organizing tables in data lakes. The resulting navigation structure
supports users in discovering topic-related tables in the data lake. In [DTXO21], the au-
thors propose a framework to find joinable tables in data lakes. Therefore, the framework
transforms text values in the tables into vectors by using a word embedding model and
index them to efficiently search. Afterward, columns with a high amount of text values
with high similarity according to the embedding vectors are considered joinable.

Further, many data discovery systems use word embedding models to encode text as
input for ML models to annotate data. For instance, in [YPS+20], a data discovery sys-
tem is proposed to extract PDF tables and assemble their content in a large master table
in a database. Here, the system uses the word embedding representations of extracted
text values to assign them to concepts corresponding to columns in the master table.
TCN [WSL+21] is a system for column type prediction and prediction of relation types
between columns to extract knowledge. Here, word embedding models are used to en-
code text in cells. To process spreadsheets, [GGPS20] annotate cell types with a model
initialized with word embeddings. Besides directly encoding inputs with word embed-
dings, [DSL+20] proposes a Transformer model with parts of the model initialized with
weights of a contextualized word embedding model. Afterward, this model is pre-train
on tabular data for table interpretation tasks.
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3
SYSTEM OVERVIEW

In this chapter, we provide an overview of the our research objectives on integrating
word embeddings in relational database systems. This involves the implementation of
(a) database queries involving embedding representations and infrastructure for (b) the storage
and efficient retrieval of word embedding representations. Moreover, we investigate techniques
to optimize embedding representations of text values in database systems by (d) a novel
context adaptation algorithm. Besides, we provide (d) support for selecting a word embedding
model suitable for a user’s application. Furthermore, we propose (e) novel embedding tech-
niques to be pre-trained on tabular data. Those techniques model semantic relations arising
from the alignment of words in tabular layouts that can only hardly be derived from text
documents. Thus, many applications working with tabular data profit from using those
embeddings instead of word embeddings trained on text.

We begin with motivating the integration of word embeddings in database systems in
Section 3.1, investigate the characteristics of common pre-trained word embedding mod-
els in Section 3.2, and examine the main objectives of such an integration in Section 3.3.
Afterward, we take a specific look at word embedding operations in Section 3.4. In the
following, we derive detailed requirements to design a system satisfying the objectives
introduced before. Therefore, we investigate performance optimizations in Section 3.5,
context adaptation in Section 3.6, and model recommendation in Section 3.7. Finally, we
look at opportunities and requirements of training embeddings on tabular data in Sec-
tion 3.8

3.1 OPPORTUNITIES OF AN INTEGRATION

Pre-trained word embeddings constitute a rich source of extended common knowledge
in the domain of the text they are originally trained on. Applications can utilize this
valuable knowledge either by employing embeddings in supervised machine learning
models or through the application of arithmetic operations (see Section 2.4). To support
applications to benefit from word embeddings, we aim at extending the capabilities of
traditional relational database systems which are still by far the most common DBMSs.
On the one hand, the database system should support machine applications by providing
an interface to efficiently access embeddings. On the other hand, the database should be
extended by novel text operations based on arithmetic word embedding operations to
enable applications to exploit the knowledge encoded in word embeddings for semantic
queries. Further, applications can be supported by recommending embedding models
and algorithms that optimize embedding representations of text values to better model
their context-specific meaning in the database.
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SELECT keyword

FROM keywords ,

ORDER BY cosine_similarity (

'comedy ',keyword ) DESC

The similarity of keywords to the term “com-
edy” is quantified, and the keywords are
sorted accordingly. The most similar keywords
are “sitcom” and “sketch_comedy”.

(a) Quantify Similarity

SELECT kNN(p.name , 5)

FROM directors AS d

INNER JOIN persons AS p

ON p.id = d. director_id

The query retrieves the five most similar
terms to the directors in the database. For
“Quentin_Tarantino”, this results in other
Hollywood directors like “Martin_Scorsese”,
and movies directed by Tarantino, e.g.,
“Pulp_Fiction”.

(b) Most Similar Operation

SELECT m.title , t.term , t. score

FROM movies AS m,

kNN(m.title , 3, (

SELECT title FROM movies )) AS t

ORDER BY m. title ASC , t. score DESC

The query determines the three most similar
movies to each movie title. In the case of the
movie “Godfather”, this leads to “Scarface”,
“Untouchables”, and “Goodfellas”.

(c) Resticted Most Similar Operation

SELECT g.term , g. group_term

FROM groups (

( SELECT title FROM movies ),

'comedy ,horror , documentary ')AS g

The query groups movies to the categories
“Documentary”, “Comedy”, and “Horror”.
Here, “Toy_Story” and “Big_Lebowski” get
grouped into “Comedy” while “Planet_Earth”
gets assigned to “Documentary” and “Psycho”
to “Horror”.

(d) Group Text Values

SELECT term , group_id

FROM cluster (

SELECT keyword FROM keywords )

ORDER BY group_id ASC , term DESC

The query assigns keywords into groups of
similar terms. For instance, “robbery” and
“murder” are assigned to one, and “million-
aire” and “chauffeur” to another group.

(e) Cluster Operation

SELECT analogy ('Godfather ',

'Francis_Ford_Coppola ',m. title )

FROM movies AS m

The query provides the movie title “Godfa-
ther” and its director “Francis_Ford_Coppola”
to the analogy operation. Then, this relation-
ship is investigated for other movie titles. For
the movie title “Inception”, this query returns
the name of its director: “Christopher_Nolan”.

(f) Analogy Operation

SELECT c.name ,

analogy ('USA', 'English ',

name , ( SELECT * FROM languages ))

FROM countries AS c

The query assigns country names to lan-
guages. For the “Netherlands”, this query re-
turns “Dutch”.

(g) Resticted Analogy Operation

SELECT j.term1 , j. term2

FROM kNN_join (

( SELECT title FROM movies

WHERE release_data = 2010) , 3,

( SELECT title FROM movies ))AS j

As in Figure 3.1c, similar movies are ob-
tained for titles in the movie table. How-
ever, this is done only for movies released in
2010. The knn_join operation is used instead
of the knn_in operation to more efficiently
execute the query. For “Shutter_Island” the
query returns “Inception”, “Batman_Begins”,
and “Disturbia”.

(h) kNN Join Operation

Figure 3.1: Examples of Word Embedding SQL Queries (simplified)

Word Embedding Operations: Examples of arithmetic word embedding operations
have been already described in Section 2.2.5. In the context of the schema of a movie
database1 with real-world data from TMDB, this allows a user, for instance, to perform
similarity queries on movie titles. Moreover, the user can utilize the information en-
coded in the word embeddings to reveal semantic relations between the text values in

1https://github.com/guenthermi/the-movie-database-import (Acess 03/22/21)
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the database. An overview of novel query types implemented with word embedding op-
erations is shown in Figure 3.1c. The capabilities of word embedding operations go far
beyond string functions provided by traditional database systems. For instance, word
embeddings enable domain-specific and multi-lingual similarity queries, data-driven so-
lutions for query expansion, and several other novel query capabilities. Section 3.4 gives
a detailed overview of the definitions of all operations and compares embedding opera-
tions to traditional text processing operations implemented in database systems.

Fast Access Methods for Embeddings: Word Embedding models are typically rela-
tively large sets of vectors. Storing a model requires several gigabytes of storage. There-
fore, storing the whole model in memory might be impractical. Here the database can
assist an application with efficient access methods for word embeddings stored on disk.
To obtain an embedding representation for a text value not in the vocabulary with em-
bedding models based on word2vec and GloVe, it is necessary to calculate vector repre-
sentations with the averaging method [ALM17]. The DBMS can implement operations to
calculate those vectors and manage them in the database. Moreover, to efficiently execute
the operations described above, it is necessary to implement special index structures and
search algorithms. Therefore, integrating these indexes and algorithms into the database
can boost the performance of word embedding applications.

Optimization of Embeddings: Applications working with text in tabular data frequently
utilize word embeddings to represent text. However, word embedding techniques are
usually designed for text documents and are not optimized for text in relational database
systems. With this in mind, we identified opportunities to optimize the application of
word embeddings on text in RDBMSs. In particular, we aim at incorporating the re-
lational context of text values in the database in the vector representation of a textual
value. Applications using embeddings for text in database systems can provide from this
optimization process. Specifically, ML models achieve higher accuracy by using such
optimized embeddings.

Model Recommendation: Different embedding models capture different notions of sim-
ilarity. Based on the application focus, one should decide on an embedding model. How-
ever, text corpora used for training an embedding model, e.g., the complete English
Wikipedia, are usually too large to be overseen by a human user. Routines for recom-
mending models can assist the user. In particular, we aim at designing a data-driven
solution to generate a benchmark. Based on this benchmark, the user should be able to
identify the domains of text values represented in a model.

Tabular Embeddings: While the application of word embedding models on tabular
data has been extensively motivated above, not all semantic relations between words
in tables are captured by traditional word embedding models. In particular, categorical
relations typically existing between text in the schema of a database table and the actual
instance data are in general only poorly represented. Moreover, text values in tables do
not occur in a sentential contexts but rather in a tabular context. This is also reflected
in different methods to format text in cells that are unknown to word embedding mod-
els. By designing novel algorithms to train word embeddings on tabular data, we aim
to overcome those limitations and improve the performance of applications using word
embedding models to model text in tables.

3.1 Opportunities of an Integration 33



word2vec Google News1 GloVe Common Crawl2 fastText Wiki3 word2bits Wiki4

Abbr. W2V-GN GV-CC fT-W W2B-W
Size 3, 000, 000 2, 196, 017 – 400, 000
Dim. 300 300 300 800

1
https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/edit?usp=sharing (Access: 03/31/21)

2http://nlp.stanford.edu/data/glove.840B.300d.zip (Access: 03/31/21)
3https://dl.fbaipublicfiles.com/fasttext/vectors-wiki/wiki.en.zip (Access: 03/31/21)
4https://drive.google.com/open?id=107guTTy93J-y7UCO2ZA2spxRIFpoqhjh (Access: 03/31/21)

Table 3.1: Model Characteristics

Existing Systems for Managing Word Embeddings: There are several frameworks to
load word embedding models and execute word embedding operations on text values.
Examples are Gensim [RS10] and the fastText library2 for models trained with the fastText
embedding technique [BGJM17]. Moreover, there are implementations of Web services,
e.g., word2vec-api3 and bert-as-service4, to encode text into embedding vectors and exe-
cute embedding operations. As far as we know, there is only one related research work
that integrates word embedding operations in a database [BS17, BBS17] which is called
a cognitive database by the authors. Besides, [TYS+21] makes use of the strong perfor-
mance of contextualized word embeddings in question answering to develop a new type
of database system called NeuralDB for text in natural language.

Cognitive Database: In [BS17] the authors integrate word embedding operations in Apache
Spark5. This system provides additional text operations in the form of user-defined func-
tions (UDFs) to calculate the similarity of text values based on the cosine similarity of
the respective word vectors and solve analogy questions. All UDFs are implemented in
Python. Those UDFs extend the abilities of SparkSQL. The authors call SQL queries us-
ing those word embedding operations cognitive intelligence queries to highlight the novel
types of queries enabled by word embedding operations. To execute the operations, the
UDFs access the embeddings stored in a separate system table. The embedding tables
are either created from a pre-trained word embedding model, or an embedding model
is trained directly on the database. To directly train embeddings, the authors propose a
technique to serialize text sequences from the tables in the database, which we describe
in more detail in Section 7.1.1.

NeuralDB: Contextualized word embedding models like BERT [DCLT19] pushed the state-
of-the art in question answering tasks significantly. In [TYS+21] the authors utilize this
ability to build a database system, which can answer questions in natural languages
given by a user based on documents stored in the database system. It stores text snippets
and encodes them as embedding vectors. The system determines embeddings similar
to the embedding of the question to find relevant snippets to predict an answer using
a machine learning model. While this is an interesting application of word embedding
models, it does not support systems that use word embeddings beyond question answer-
ing.

3.2 CHARACTERISTICS OF WORD VECTORS

To identify the requirements of handling word embeddings in database systems, it is
important to understand the characteristics of word embedding representations. High-

2https://fasttext.cc/ (Access: 03/23/21)
3https://github.com/3Top/word2vec-api (Access: 03/23/21)
4https://github.com/hanxiao/bert-as-service (Access: 03/23/21)
5http://spark.apache.org/ (Access: 03/24/21)
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(a) word2vec Vectors (b) GloVe Vectors (c) fastText Vectors (d) word2bits Vectors

Figure 3.2: Cosine Similarity to Nearest Neighbors and Farthest Vectors

(a) word2vec Vectors (b) GloVe Vectors (c) fastText Vectors (d) word2bits Vectors

Figure 3.3: k Distance Diagrams

dimensional data tend to be sparse and uniformly distributed due to the curse of dimen-
sionality [Bel57]. Accordingly, the data points tend to be pair-wise very different and it
is hardly possible to organizing similar data points into groups. This effect does already
occur in vector spaces with only about 15 dimensions [BGRS99]. The authors of [BGRS99]
further show that linear scans often outperform index structures for multi-dimensional
data with more than 10 dimensions due to this phenomenon.

To examine if this effect also occurs in word embedding datasets, we investigated sev-
eral popular pre-trained word embedding models with 300 - 800 dimensions listed in
Table 3.1. All embedding models represent words with vectors of much more then 15 di-
mensions. We sampled 1, 000 vectors of each word embedding model, and determine for
each vector the k = 100 closest vectors (nearest neighbors) as well as the 100 farthest word
vectors according to the cosine distance. Since fastText generates vectors based on their
subwords, there is no static set of vectors. Thus, we generate the embeddings for all terms
in the vocabulary of the word2vec model with fastText to obtain a representative vector
set. Figure 3.2 displays the distributions of the cosine similarity values of the nearest
and farthest vectors6. It compares this to the distributions of sets of uniformly sampled
vectors with the same size and dimensionality. As one can see, the difference between

6The solid line indicates the mean and the transparent area the standard derivation.
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the similarity of the nearest neighbors and the similarity of the farthest vectors is signifi-
cantly greater for all word embeddings in comparison to the uniformly sampled vectors.
This indicates that word vectors tend to build clusters to some extend. Nevertheless, the
cosine distance of a vector to its nearest neighbors is still relatively high and increases
only marginal with a higher value of k. This indicates that indexing word vectors for ex-
act search is still challenging because there are no dense clusters. The word2bits dataset
has the highest dimensionality. Accordingly, the difference between nearest neighbors
and farthest neighbors is the lowest. This also signifies that word embedding models are
affected by the curse of dimensionality.

We further investigate the average cosine distance of the vectors to their nearest neigh-
bors by creating k distance diagrams displayed in Figure 3.3. Therefore, we determine the
average distance for each vector for several different values of k and sort the distance val-
ues. One can see that the distances continuously slightly increasing with the position in
the list while most of the values concentrate around a median value. For the DBSCAN al-
gorithm [EKS+96], the k distance diagram is used to determine a threshold ε to separates
noisy points with an average distance above ε from points in clusters. The threshold ε is
determined by detecting a point of a sudden increase of the distance values in the graph.
In all the graphs in Figure 3.3, the distances increase smoothly, indicating that there is no
clear separation between vectors that are part of dense clusters and vectors outlying the
clusters.

In summary, we can derive the following rationals from this evaluation:

• The curse of dimensionality does apply to word vectors. Thus, indexing techniques
for exact retrieval are not promising and methods utilizing approximation should
be considered.

• In comparison with uniformly distributed data, word vectors tend to form clusters.
Thus, distribution-aware index structures should be used.

• In the k distance diagrams, we can not recognize a separation of noisy data points.
Moreover, the average distance values concentrate around a median value.

3.3 OBJECTIVES AND CHALLENGES

Figure 3.4 provides an overview of the desired extensions of a database system. Those
implement the five objectives mentioned at the beginning of the chapter:

A Word Embedding Operations: The system should provide word embedding oper-
ations that can be combined with the SQL query language similarly as in the ex-
amples in Figure 3.1. Essential operations are similarity quantification, analogy cal-
culation, grouping, and similarity joins. We identified that all those types can be
derived from variants of the kNN-Join [YLK10] operation. Thus, other operations
can be implemented by driver functions using a kNN-Join operation.

B Efficient Storage Engine: The system should be able to store word embedding rep-
resentations of text values next to the actual structured data. Word embedding mod-
els can consist of hundreds of millions of floating-point values. Thus, the system
should store those models on disk and provide fast access to single embedding vec-
tors.
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Figure 3.4: Management of Embedding Representation in an RDBMS

To efficiently execute operations, a system should provide index structures suitable
for searching word embedding vectors. Since such embedding vectors are high-
dimensional, index structures for exact search like k-d trees [FBF77] are not appro-
priate [SAH08] (see Section 3.2). However, since state-of-the-art word embedding
methods generate learned representations that do not constitute an ideal set of word
vectors, it is appropriate to use index structures for approximated nearest neighbor
(ANN) search.

C Embedding Optimization A naïve application of a word embedding model is not
sufficient to represent the meaning of text values in a database which is often more
specific than the general semantic encoded in the raw word embedding. This leads
to sub-optimal embedding representations of text values a potentially undesired re-
sults of word embedding operations when applied to the text values in the database.
Thus, an algorithm should utilize the information given by the disposition of the
text values in the database schema, e.g., which words appear in the same column or
are related, to improve the embedding representation.

D Adaptivity: The system should provide methods to switch between word embed-
ding models underlying the execution of the embedding operations. Different word
embedding models are suitable for text values of different domains. To select a suit-
able model, the system should recommend models to the user based on a domain-
specific evaluation of the embedding models.

E Pre-Trained Table Embeddings Word embedding models are trained on sequences
of words (i.e., sentences), while text in tables is arranged in a grid format and ap-
pears in the form of schema and instance data. The common word embedding
model can not distinguish between a text value appearing in the table body and the
same text value in the column title and thus, assign the same embedding represen-
tations to both values. Moreover, semantic relations obtained from the alignment
of text values in tables are often poorly represented in word embedding vectors.
Since many applications working with tabular data and using word embeddings
can profit from such relations and separate embeddings for schema and instance
data, we intend to design an embedding technique for tables compatible with our
system.
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3.4 WORD EMBEDDING OPERATIONS

Based on the properties of static word embeddings (see Section 2.2.5), it is possible to
implement several novel operations for text values in database systems. Our goal is to
integrate those operations into a relational database systems. Thereby, we largely extend
the capabilities offered by traditional SQL query interfaces.

Definition of Operations The primary word embedding operations are the calculation
of similarity values and the answering of analogy questions. Based on this functionality,
we implement the following word embedding operations where different interfaces are
provided for each function7:

• cosine_similarity(value_1 varchar, value_2 varchar): This function quantifies the simi-
larity between two text values (see Figure 3.1a).

• kNN(input varchar, k int): It searches for the k most similar text values according to
the input value (see Figure 3.1b).

• kNN_in(value varchar, k int, output_set varchar[]): It searches for the k most similar
text values to the input value in a restricting set of output text values, e.g., to obtain
only results in a specific column in a database relation (see Figure 3.1c).

• groups(values varchar[], groups varchar[]): The input text values are assigned to groups
specified in the second set of text values according to their similarity (see Figure 3.1d).

• cluster(values varchar[], k int): Input text values are clustered into groups by applying
the k-means algorithm on their embedding representations (see Figure 3.1e).

• analogy(value_1 varchar, value_2 varchar, value_3 varchar): It solves analogy queries
using the PairDirection, 3CosADD, or 3CosMul method [LG14a] (see Figure 3.1f).

• analogy_in(value_1 varchar, value_2 varchar, value_3 varchar, output_set varchar[]): This
operation solves Analogy queries, where the result set is restricted to a specific set
of output text values (see Figure 3.1g).

• knn_join(query_set varchar[], k integer, target_set varchar[]): This function performs for
each text value in the first argument a kNN search in the target set (see Figure 3.1h).

Capabilities of Word Embedding SQL Queries The SQL query language itself pro-
vides limited capabilities to compare text values. On the one hand, one can apply the
equal and the LIKE operator to text values to check syntactic equivalences. On the other
hand, popular RDBMSs like PostgreSQL provide string functions for comparing text val-
ues, e.g., regexp_match allows the user to identify substrings matching a regular expres-
sion.

Besides, search features have been implemented and integrated into database systems.
For example, for PostgreSQL, a Full-Text-Search extension8 exists. Moreover, ontologies
are used to enable new query types in RDMBSs [DCES04, LWW13], e.g., to identify rows
with text values that are semantically related in the ontology.

7The results stated for the examples are obtained from the W2V-GN model in Table 3.1
8https://www.postgresql.org/docs/13/textsearch.html (Access: 04/21/21)
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Word embedding operations enable several novel query capabilities going far beyond the
functionality provided by such traditional text query features:

Context-Sensitive Representation: Employing different domain-specific word embedding
models, enables domain-specific notions of similarity. In this way, context-sensitive sim-
ilarity queries are possible.

Data-Driven Similarity: While traditional similarity queries rely on human-generated the-
sauri, word embeddings provide a data-driven solution to quantify similarities of short
texts. Since popular pre-trained word embedding models contain large vocabularies,
they cover a much larger set of terms than most thesauri provide. Moreover, subword-
based models can quantify similarity for almost any text value pair.

Inductive Reasoning: The operations reduce the demand for explicit knowledge required
in a database. For example, it is not necessary to provide a mapping between cities and
languages in the database. Instead, the mapping can be obtained by an analogy query
like the one in Figure 3.1g.

Complex Similarity Queries: Beside simple queries of word similarity and relatedness,
word embeddings allow more complex query types, e.g., analogy queries. Especially
for data discovery, those operations constitute valuable extensions to the traditional key-
word search features provided, for example, by the PostgreSQL full-text search and sev-
eral data discovery tools [ACD02, BBN19].
To implement semantic search on multi-media data, e.g., videos, images, and audio files,
computer vision and speech recognition tools can tag multi-media objects with words
and phrases describing those objects. Then, one can apply word embedding operations
on those tags. In [BBS17], the authors used the IBM Watson Visual Recognition Service to
obtain tags for images. Then, these tags are used to train word embedding models and
execute semantic queries.

Multilingualism: It is easy to support multiple languages by adding word embedding
models for them. On the fastText website, pre-trained models for over 150 languages
are available9. Moreover, in [MLS13], the authors show how a translation matrix can be
trained to transform embeddings of an embedding model in one language to vectors in
an embedding model in another language. This enables cross-lingual similarity search.
Further, in [VM15], a method is proposed to train directly bilingual word embeddings.

Requirements for the Integration of Word Embedding Operations For the integration
of word embedding operations into a relational database system, we identified the fol-
lowing requirements:

A1 SQL Compatible: All operations should be implemented in a way, that the user can
use them together with the SQL query language.

A2 Flexible Scope: The scope of the operations should not be always be a fixed target
set but could be provided as an argument to the operations themselves, e.g., to
support kNN_in and analogy_in.

A3 Flexible Interfaces: Different interfaces should be provided for the operations, e.g.,
to support vector inputs, as well as textual inputs.

9https://fasttext.cc/docs/en/crawl-vectors.html (Access: 04/27/21)
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Figure 3.5: Two Example Queries: kNN-Search and kNN-Join

A4 Model Independent: The operations should be independent of a specific embed-
ding model. Thus, the system should enable the user to switch the word embedding
model underlying the execution of the operations as also required by objective E in
Section 3.3.

A5 Configuration via GUI: The user should be able to adjust parameters and the config-
uration of the operations via a graphical user interface, e.g., to change the accuracy
when word embedding calculations are approximated.

3.5 PERFORMANCE OPTIMIZATION OF OPERATIONS

As stated in Section 3.3 most word embedding operations can be implemented via kNN-
Joins. Thus, to provide efficient word embedding operations, it is especially important
to efficiently execute kNN-Join operations. The kNN-Join is a generalization of the K
nearest neighbor search (kNN search) operation, a universal data processing technique
and also a fundamental operation for word embeddings trained by word2vec or related
approaches.

Given a set of query vectors R ⊂ R
d and a set of target vector T ⊂ R

d, a kNN query with
query vector r ∈ R in the Euclidean vector space is defined as follows:

Definition 3.5.1. The kNN query of r over T , noted kNN(r, T ), can be defined as:

kNN(r, T ) = argmin{t1,...,tk}∈T [k]

∑k
i=1 d(r, ti).

Here d denotes the distance function between two elements. Typically, in the context of
word embeddings, the cosine distance is used. However, if all vectors in R and T are
normalized, the cosine distance is proportional to the squared Euclidean distance. The
normalization of the vectors does not change the cosine distance. Thus the kNN(r, T )
for any r and T can be computed using both metrics.
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If the query is not just one element but instead a set, the operation is denoted as kNN-
Join.

Definition 3.5.2. The kNN-Join between a query set R and a target set T is defined as:
kNN(R ⋉ T ) = {〈r, t〉|t ∈ kNN(r, T ), r ∈ R}.

Examples for the usage of kNN and the kNN-Join operations in the context of a word
embedding database system is shown in Figure 3.5. While the left query uses the kNN
operation to determine for each movie three terms with similar embeddings to the em-
beddings of movie titles, the kNN-Join query restricts the set of query terms to titles of
movies released in a specific year and the set target terms to titles of movies of specific
genres.

Requirements for kNN-Join in Word Embedding Space We aim at providing a kNN-
Join that is particularly suitable for high-dimensional data and varying target sets. In
detail, we identify the following requirements to be solved by index structures and the
kNN-Join operations:

B1 Minimization of index accesses: Since the word embedding data is stored in data-
base relations on disk, accessing data is time-consuming. Thus, the join operation
should minimize the number of word vectors and the index data that needs to be
retrieved. Often kNN-Joins are implemented by executing multiple kNN queries.
In this case, it should be prohibited to access the index separately for each query.

B2 High-dimensional data: Previously research on kNN-Joins for relational database
systems focuses mostly on low-dimensional data [YLK10]. Because of the curse of
dimensionality [Bel57], techniques for exact kNN-Joins, trying to hierarchical parti-
tion vector spaces, cannot be applied efficiently (see Section 3.2). Fortunately, for
our system approximation is appropriate as mentioned in Objective B in Section 3.3.
Hence, the system should support suitable approximated search techniques to han-
dle large vector sets.

B3 Adaptive kNN-Join algorithm: The index should be adaptive to support B3.1 flexi-
ble target sets and B3.2 online indexing.

B3.1 Flexible target sets: To support word embedding operations, we want to build
one large index over all word vectors provided by an embedding model as well
as derived embedding vectors created for text values in the database10. How-
ever, a target set T of a kNN-Join operation often contains just a small subset of
the vectors in the index. In the join query example in Figure 3.5, T is restricted
to vectors representing movie titles of a specific genre. This is a much smaller
set of vectors compared to the set of all word embedding representations. The
kNN-Join algorithm therefore must be adaptive to different target set sizes and
should enable fast approximated search. This problem can not be overcome
by multiple index structures, since filter criteria can be arbitrary and a large
number of index structures leads to a higher demand for memory and longer
insertion and update time.

10For long text values, the embeddings of tokens are averaged to obtain a representative embedding (see
Section 2.2.5).
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Figure 3.6: Context Adaptation of Embeddings of Text Values in Database

B3.2 Online Updates: New text values not present in the word embedding model
beforehand can be added to the database during run-time. However, simple
techniques that average the embeddings of their tokens [ALM17] provide a
convenient way to generate embedding representations for such text value (see
Section 2.2.5). To be considered by kNN-Join operations those vectors need
to be added to the index structures. Thus, the index structures should allow
online-updates.

B4 Different demands on precision and response time: Regarding the approxima-
tion of the vector similarity, it might be relevant for a user to specify how much
the approximated nearest neighbors should agree with the exact values. On the
contrary, real-world systems need to comply with certain latency constraints, e.g.,
for exploratory data processing, fast response times are crucial. Consequently, the
approximated kNN-Join should provide features to configure such trade-offs. Pro-
viding these tunable trade-offs would also support query execution in an online
aggregation manner, i.e., get estimates of a kNN-Join query as soon as the query is
issued and steadily refine during its execution.

3.6 CONTEXT ADAPTATION

In text documents, the semantic of a word strongly depend on the context in which the
word occurs. This context involves the domain of the text document as well as the sur-
rounding words in the sentence. Similarly, in a relational database, the semantic of the
text value depends on the specific domain of the data stored in the DMBS. Moreover, the
position of a text value in the database plays an important role, e.g., “Apple” occurring
in a column named “Fruits” is differently interpreted when it occurs in a column named
“Company”. Thus, the semantic of a text value in the database is often more specific
then the semantic encoded in a word embedding model. Therefore, our objective is to
adjust the embedding representations of text values in the database to better model their
specific meaning in the database.

Figure 3.6 sketches the concept of such a context adaptation. The adaptation algorithm
expects a database and a pre-trained word embedding model as input. For each text
value in the database, a vector representation can be obtained using the word embedding
model. Moreover, from the relational database semantic connections between the text
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values can be obtained. Both data sources are combined by the adaptation algorithm to
obtain an optimized vector representation for each text value. Afterward, these vector
representations can be stored in the database system.

To achieve this goal, we start by identifying limitations of word embedding models when
applied separately to each text value in the database.

Limitations of Pre-Trained Embedding Models Frequently, word embedding repre-
sentations do not accurately represent the semantic of textual information in databases.
We identified several explanations for this that can be addressed by a context adaption
algorithm:

1. Some text values with a context-specific semantic in the database occur in the gen-
eral domain much more frequently with the broader meaning. Then, this broader
semantic overlies the context-specific semantic. Given the movie table, it is known
that all entities within the movie column are movies, however, word embedding
models misinterpret titles, such as “Brazil” or “Alien” with a different ordinary
meaning.

2. Terms in the database occurring infrequently in the general domain can not be mod-
eled accurately by word embedding models. Moreover, many word embedding
models have a limited vocabulary and cannot generate embeddings for so-called
out-of-vocabulary terms. This is especially unpleasant because it could be circum-
vented by taking the representations of terms related to the missing term into ac-
count.

3. Often, semantic properties of text values are inaccurately represented by a embed-
ding model or missing, even though those properties are implicitly encoded in the
word embedding model. For example, it is hard to derive semantic properties of the
movie “Brazil” from its embedding representation. However, implicit information
about the movie might be encoded in the embedding of its director, e.g., the original
language is likely a language the director is able to speak.

Requirements of Context Adaptation To overcome the limitations described above,
we aim at developing a novel context adaptation algorithm. To be suitable for relational
database systems, this algorithm should support the following requirements:

C1 Holistic: The database provides a specific set of relation types modeled by the
schema, whereas in word embeddings large amounts of implicit relations are mod-
eled. Both need to be combined.

C2 Expressiveness: The adaptation algorithm should model columnar, row-wise, and
foreign key relations.

C3 Online Updateable: It should be possible to generate representations for text values
inserted later into the database. Therefore, the algorithm should be able to generate
representations in an online fashion.

C4 RDBMS Integration: It should be possible to automatically build context-adjusted
representations for text values in a relational database system.
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3.7 REQUIREMENTS FOR MODEL RECOMMENDATION

Since word embeddings are essentials for many Machine Learning applications, ML prac-
titioners frequently face the problem of choosing the best embedding model for a specific
task. Moreover, for arithmetic word embedding operations, the choice of the word em-
bedding model is important since different embedding models capture different notions
of similarity. Thus, the word embedding model should match the notion of similarity
fitting to the user’s intent. To allow the user to make an informed choice of a word
embedding model, our goal is to evaluate the embedding models on a comprehensive
evaluation dataset with intrinsic evaluation methods described in Section 2.3. As a re-
sult, we obtain an evaluation report, allowing the user to determine proper word embed-
ding models. However, as further detailed in Section 6.1, most of the intrinsic evalua-
tion datasets available are inappropriate for this purpose since they provide just a single
quality variable and are either too small, focus on syntactic similarity only, or cover one
domain only. Thus our research aims at constructing of suitable evaluation datasets for
whom we propose the following requirements:

D1 Generality: While a domain-specific evaluation should be possible, one should be
able to use the dataset to evaluate any word embedding model. Thus, in its core,
the dataset should contain facts that are part of the extended common knowledge.

D2 Domain Granularity: To analyze the performance of embedding models on differ-
ent domain text, the dataset has to be structured into domain-specific categories.

D3 Continuity: Many relations are not distinct, e.g. population numbers, state of resi-
dence, and occupation depend on a specific point in time. Word embedding models
trained on a specific dataset cannot model such time-dependent relationships and
common evaluation metrics focus on bilateral relations. Thus, dataset should be
restricted to distinct relations and continuously valid knowledge.

D4 Volume: To provide a fine-granular view on the performance of word embedding
models every domain-specific partition of the dataset should have a certain size
since otherwise, accuracy values are not expressive.

D5 Flexibility: It should be possible to tailor an evaluation of a word embedding model
to a given application domain. Therefore, the structure of the evaluation dataset
should provide the flexibility to define different evaluation scopes. Here, a scope
may refer to a certain set of objects for which the representation quality should be
evaluated. Another scope could be a set of relation types or a certain domain de-
fined by a domain-specific category. To allow these different evaluation scopes, the
dataset structure should provide the necessary flexibility.

D6 Automatic-Generation: While we aim at providing a comprehensive evaluation
dataset, it may not fit for any domain-specific application area. By designing a
data-driven construction process, engineers can easily execute this process on any
domain-specific table collection of an organization to generate a dataset covering
relations of other fields.

3.8 TABULAR EMBEDDING MODELS

Word embedding models are frequently used to represent text values in tabular data (see
Section 2.4). However, pre-trained on text documents, those models are rather designed
for words in sentences leading to several limitations discuessed below. Based on this
observation, we propose to pre-train embedding models on tabular data.
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Limitations of Word Embeddings for Tabular Data

1. While word embedding models are trained to represent tokens in a text, algorithms
working on tabular data often consider a cell as the smallest structural unit for
which they require a single embedding representation. Text values in tabular cells,
however, can be rather diverse. There could be abbreviations, single words, multi-
words, or even comments spanning over multiple sentences. Moreover, text values
in tables frequently contain special signs to format text, which is unusual in text
documents. Therefore, word embeddings cannot model them or obtain inaccurate
representations for them.

2. Text in tables can be separated into schema and instance data. A text value occurring
in the column header of a table has a different semantic when it appears in the table
body. However, word embedding models cannot distinguish between those two
types of text values.

3. Categorical relations like instance-of relations, which frequently exist between table
header and table body, are poorly represented by word embedding models. For
example, in the popular pre-trained W2V-GN model (see Table 3.1), the name of the
German politician “Angela_Merkel” has a higher cosine similar to “country” (0.18)
and “moon” (0.11) than to “person” (only 0.06).

Requirements for Embedding Models To overcome those limitations stated above, we
aim at designing an embedding model satisfying the following requirements:

E1 Flexibility: Our embedding approach should be flexible enough to obtain a single
embedding representation for any text in a cell which can then be used for super-
vised as well as for unsupervised tasks. Thereby, the model should also be able
to generate embeddings for text values that do not appear in the training corpus,
which is especially important because of the large variety of text values in tables. In
this way, it should be possible to apply the pre-trained model to different potentially
much smaller tabular datasets.

E2 Schema Awareness: It should differentiate between text that represents schema in-
formation in a table and text that represents instance data.

E3 Modeling of Tabular Relations: The model should be trained on tabular data in-
stead of text documents. Thereby, the model should learn from tabular relations like
row-wise relations and relations between schema and instance terms, as they exist
between the header terms and the body of the table.
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4
MANAGEMENT OF EMBEDDING

REPRESENTATIONS IN DATABASE SYSTEMS

In this chapter, we investigate techniques to manage word embedding representations
in a database system and and propose a concept to implement novel word embedding
operations according to the objectives A and B in Section 3.3. The results of this research
have been published in several publications [Gün18, GTLY19, GTL19a].

In Section 4.1, we introduce the architecture of FREDDY (Fast Word Embeddings in
Database Systems) [Gün18], a prototype of an extension for PostgreSQL to integrate word
embedding operations. The code is published as an open-source project on Github1. In
addition, a demo of the system has been published in [GTLY19], which provides a Web
interface for FREDDY2 and is described in detail in Section 4.1.4. To provide the de-
sired efficiency, we review related work on fast approximated nearest neighbor search
in Section 4.2, discuss their applicability for word embedding database systems in Sec-
tion 4.3, investigate kNN search features for database systems in Section 4.4, and in-
troduce a novel algorithm for approximated kNN-Joins (ANN-Joins) [GTL19a] in Sec-
tion 4.5, which we integrate into FREDDY.

4.1 INTEGRATION OF OPERATIONS IN AN RDBMS

We choose to integrate the desired additional functionality into PostgreSQL because it is
one of the most popular open-source database systems3, and it provides utilities to build
extensions. Section 4.1.1 describes the system architecture. In Section 4.1.2, we discuss
how to store word embedding representations in the database. It follows a detailed de-
scription of additional functions, which we implemented in PostgreSQL to enable word
embedding functionality in Section 4.1.3. Finally, we describe the Web interface in Sec-
tion 4.1.4.

4.1.1 System Architecture

PostgreSQL can dynamically load extensions with object code in the form of shared li-
braries4. This enables us to develop additional functions which can be executed effi-

1https://github.com/guenthermi/postgres-word2vec (Access: 04/27/2021)
2https://github.com/z-yan/freddyDemo (Access: 04/27/2021)
3It is the 4th most popular DBMS according to https://db-engines.com/en/ranking. (Access: 04/27/21)
4https://www.postgresql.org/docs/13/extend-how.html (Access: 04/27/21)
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Figure 4.1: FREDDY System Overview

ciently by the database system. FREDDY’s system architecture is sketched in Figure 4.1.
Multiple word embedding datasets (1) can be added to the system. Initialization scripts
(2) create new relations (3) for word vectors in those datasets and index structures (4)
to enable fast approximated kNN queries. For each word embedding model, the scripts
construct separate tables. However, all vector representations derived from a specific
embedding model are stored in the same tables. Section 4.1.2 exposes the details of the
storage formats. To exploit the capabilities of these word embeddings within SQL, we
implemented User-Defined Functions (UDFs) for the operations described in Section 3.4
that operate on the word embedding and index relations. In this way, Requirement A1 of
Section 3.4 is satisfied. Those operations can either be executed on all embedding repre-
sentations stored in the table dedicated to the currently selected word embedding model
or on a restricted set of representations. Additional UDFs serve as helper functions, e.g.,
to select a word embedding model for the execution of the operations. Section 4.1.3 pro-
vides a comprehensive overview of the functions. The extension allows an exact calcu-
lation of search functions like kNN , but also provides the possibility to perform them
in an approximated manner to enable the execution on large input sets and tables. The
UDFs for similarity calculations and search operations (5) are implemented in C, whereas
performance uncritical helper functions and interfaces (6) are realized via the procedu-
ral script language PL/pgSQL. By using the PostgreSQL Server Programming Interface
(SPI), the UDFs can run SQL commands inside the functions, e.g., to access the word
vectors and index structures. All UDFs are bundled into a PostgreSQL extension.

To increase the usability of the system, we developed a Web application (7) to provide
an interface for our system. This application offers a convenient SQL interface for Post-
greSQL (8). Besides, a graphical user interface supports the user to utilize the additional
functionality (9) provided by FREDDY. FREDDY supplies helper functions to switch be-
tween word embedding models used by the novel operations and configure the hyper-
parameters, e.g., for ANN search. To simplify this, the Web application provides widgets
for those purposes and thereby satisfies Requirement A5. By employing the widgets, the
application constructs SQL queries including the helper functions, and executes them
on PostgreSQL via an SQL driver. In Section 4.1.4, we give a detailed overview of the
functionality of the Web Interface.
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Figure 4.2: Storage Formats for Word Embeddings

4.1.2 Storage Formats

Figure 4.2 shows the different storage formats of word embedding representations. Static
word embedding representations are usually stored either in the text format shown on
the left in Figure 4.2 or in a similar structure in binary representation to save space. Both
formats can be converted into each other, e.g., by using the Gensim library [RS10]. The
initialization scripts create two tables for a vector file in the text format. Both tables con-
tain an id column, a column storing the text value, and a column for the corresponding
vectors. The first table stores the original vectors, and the second table contains a nor-
malized version of the vectors to efficiently calculate the cosine similarity between two
vectors. To efficiently retrieve word vectors, index structures are built over the id and the
word column. Usually, either hash indexes or B-Tree indexes are used.

Although PostgreSQL provides array types, we decide to store the vectors as byte arrays
with the type ByteA because it allows a more memory-efficient representation. All vectors
are stored with 32-bit floating-point values so that each vector requires 4 ∗ d + c bytes,
where d denotes the dimensionality of the vector and c is a constant overhead of up to
4 bytes5. PostgreSQL allows compressing ByteA values with a technique called TOAST
(The Overhead-Attribute Storage Technique)6. However, this is usually not effective for
word embedding vectors and therefore not applied in most cases.

If text values not present in the word embedding model are added to the database, e.g.,
because they consist of multiple tokens, new embedding representations can be added
for them using the insert_batch function. Those embedding representations are added
to both embedding tables (see Figure 4.2), as well as to the tables of index structures
described in Section 4.5.1. As mentioned in Section 4.1.1, we store all embedding repre-
sentations of text values in the database in the same tables and do not create a separate
embedding table for each text column. In this way, a lot of storage can be saved because
only one vector needs to be stored for the same text value occurring in multiple columns.
This is especially relevant because the embedding vectors and their index entries usually
require much more memory than the actual text values. Moreover, several of the word
embedding operations introduced in Section 3.4 apply search operations on all word em-
beddings, e.g., for data exploration, or can be applied to embeddings of text values in
multiple tables. To efficiently utilize index structures in those cases, the indexes need to
be built over all embedding vectors.

5https://www.postgresql.org/docs/13/datatype-binary.html (Access: 04/28/21)
6https://www.postgresql.org/docs/13/storage-toast.html (Access 28/04/21)

4.1 Integration of Operations in an RDBMS 49



Binary Word Embeddings In addition to common static word embeddings, FREDDY
also supports binary word vectors trained with word2bits [Lam18] already described in
Section 2.2.7. Here each vector corresponds to a bit vector where each bit corresponds
to 1

3 for a value 1 or −1
3 for value 0. Storing those vectors as floating-point values is

inefficient. Fortunately, the TOAST compression reduces the size significantly7, however,
a binary representation is still much more efficient. Therefore, we partition the original
bit vector in chunks of 64 bit and represent them as an array of unsigned 64 integers and
store this with the bytea type. To enable word embedding operations on those vectors,
specific implementations are provided (see Section 4.5.9).

4.1.3 User-Defined Functions

The database extension consists of implementations of performance-critical functions
implemented in C and a PL/pgSQL script. The C implementations are compiled to
native code packed into a shared library. When the extension is added to the Post-
greSQL server, the PL/pgSQL script is executed. This script adds bindings to the native
functions implemented in the shared library and implements several additional UDFs
in PL/pgSQL. Those include higher-level word embedding operations using the native
functions, helper functions, and multiple interfaces to each word embedding operation.
Moreover, the script executes code to initializes the extension.

Initialization: During the initialization, the init function is executed to set a default
word embedding model. This function gets as arguments the names of tables created
for the word embedding model and the tables providing index structures for them (see
Section 4.5.1) Afterward, the word embedding operations can retrieve the table names
of the selected model by executing specific UDFs. This enables model independence
described in Requirement A4 in Section 3.4. Moreover, hyperparameters for the ANN
search are set.

Word Embedding Operations: We implement UDFs for the functions already described
in Section 3.4 into FREDDY. To efficiently calculate similarity values, a native function cal-
culates the dot product between two normalized vectors, which can be obtained from the
table of normalized word vectors (see Figure 4.1.2). All the higher-level word embedding
operations are either implemented in PL/pgSQL and use the cosine similarity operation,
or native functions implement them. For more efficient approximated implementations
of the word embedding operations, we focus on developing a novel adaptive algorithm
to efficiently execute the ANN-Join operation (see Section 4.5) that fulfills the require-
ments stated in Section 3.5. All other word embedding operations, besides the simple
similarity function, can be implemented efficiently via this ANN-Join operation:

• kNN: The implementation of ANN and ANN_in queries via ANN-Joins is trivial.
Here, an ANN-Join with a single vector in the query set R is used. The target set T
is restricted for ANN_in queries, otherwise, all vectors are added to the target set.

• Grouping: A grouping operation is an ANN-Join with k = 1 where the target T set
usually consists only of a few target vectors.

7For 800-dimensional vectors, we observe a compression ratio between 6 and 8.

50 Chapter 4 Management of Embedding Representations in Database Systems



• Clustering: To implement a cluster operation based on the k-means algorithm, the
function iteratively executes ANN-Joins with a query set R corresponding to the set
of cluster centroids, k = |T |, and a target set T corresponding to the set of input vec-
tors. To obtain an assignment of each input vector to a cluster, the results of the join
are ordered by the similarity values between query and target vector8. Afterward,
the function uses this result list to assign each input vector corresponding to a tar-
get vector to its most similar centroid corresponding to a query vector. For the first
join, the centroids are initialized with randomly selected input vectors. After each
iteration, the function recalculates the centroids. To efficiently do this, the centroids
are calculated based on a sample of vectors in each cluster. After the last iteration,
the function returns the assignment of the ANN-Join.

• Analogies: For analogy operations, the 3COSADD method, explained in Section 2.2.5,
can be used. The other analogy operations described in Section 2.2.5 are also im-
plemented in UDFs. However, here no optimization is applied. To optimize the
efficiency of 3COSADD, a vector is calculated based on the three input vectors ac-
cording to Equation (2.9). Then, this vector is normalized, and an ANN-Join with
k = 1 and a target set T holding all word vectors is applied to retrieve the results.
For the analogy_in function, the target set T contains only the set of vectors pro-
vided to the analogy function.

To efficiently execute word embedding operations trained with a word2bits model, we
use different implementations for cosine similarity and kNN-Join9 described in Section 4.5.9.

Helper Functions: There are several functions to read out and adjust the hyperparam-
eters set during the initialization. Similarly, helper functions enable the user to read out
and switch the implementation underlying the execution of an operation like kNN , e.g.,
to change from an exact algorithm to a faster approximate algorithm.

The insert_batch(varchar[]) function adds representations of text values not present in the
word embedding model. Therefore, it uses the averaging method [ALM17] explained in
Section 2.2.5.

Furthermore, several helper functions are provided to convert arrays between the ByteA

type and PostgreSQL array types. Those are implemented as native functions.

Interfaces: The user can provide embedding representations to the word embedding
operations in three different formats: (1) vectors in the ByteA format, (2) text values refer-
ring to embedding representations present in the vector tables, and (3) ids in the vector
tables. The native word embedding function either accept vector representations or ids.
For increased usability interface functions implemented in PL/pgSQL support the alter-
native formats (1) - (3), read out the required data from the vector tables, and call the
native functions to execute the operation. In this way, the system complies with Require-
ment A3.

4.1 Integration of Operations in an RDBMS 51



(a) Query Interface (b) Configuration (c) Search Analysis View

Figure 4.3: The web-interface of FREDDY

4.1.4 Web Application

A Web application provides a user-friendly interface for FREDDY. A screencast is pro-
vided on the project website10. The application consists of a Web client for the database
with additional functionality to support word embedding operations. The user can enter
a query, or select and edit a pre-defined queries. The application allows the user to switch
between different databases and word embedding models. To gain detailed insights on
how the different index structures and search functions perform and how their param-
eters affect result quality and query performance, we provide several widgets to select
and adjust them. On a second view, the user can evaluate the influence of different index
structures and their search parameters.

Query Interface View The query interface is displayed in Figure 4.3a. The user can
choose between different database schemes (1). For demonstration purposes, we im-
ported a database with movie data, a DBLP11 database, and a music database with data
from Discogs12. A drop-down menu enables the user to select different word embed-
ding datasets from a selection of inserted embedding models. One can add models like
W2V-GN, GV-CC, and W2B-W of Table 3.1. Executing the same query multiple times
using different word embeddings leads to different result sets. In general, it is recom-
mended to choose a word embedding dataset pre-trained on a related topic according to
the database schema. In the text field at (2), the query can be created manually, or the
users get inspired by one of the pre-defined example queries provided by the drop-down
menu above. If a query is executed, its result and the response time appear at (3). The
demonstrator also keeps track of the previous query and its result. They can be retrieved
and compared with the current ones using the tab menu above the result table. In a side-
bar (see Figure 4.3b), the users can choose between the index structures for similarity
search and different analogy query types.

Performance View In a second view illustrated in Figure 4.3c, the demo user can per-
form time and precision measurements for kNN and analogy queries using different con-
figurations and compare the results by employing various plots (1). Visual features, e.g.,

8Although the similarity values are not in the result set according to the kNN-Join definition in Section 3.5,
those values need to be calculated in any case and therefore can be returned by the kNN-Join operation.

9Exact methods for word2bits operations are more efficient. Therefore, an approximation is not necessary.
10https://wwwdb.inf.tu-dresden.de/research-projects/freddy/ (Access: 04/28/21)
11https://dblp.uni-trier.de (Access: 08/26/21)
12https://www.discogs.com (Access: 08/26/21)
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color, size, etc., encode the index and search parameters. The notations are declared in the
legend at (2). To obtain reliable measurements, the queries are executed multiple times,
and the average values for the response time and the precision are obtained. At (3), the
number of queries that should be executed and the neighborhood k are specified. The
user can configure the search function in the sidebar (see Figure 4.3b), just as in the query
view.

4.2 NEAREST NEIGHBOR SEARCH

In the following, we investigate techniques to efficiently implement nearest neighbor
search. The kNN search problem defined in Section 3.5 and approaches for efficiently
solving it have been extensively studied in the literature. There is not one specific al-
gorithm that fits all applications. The efficiency of kNN search algorithms can strongly
depend on the data characteristics of the vector datasets. Moreover, index structures for
kNN search differ significantly in their memory consumption, index construct time, and
the index operations they provide, e.g., not all indices allow online updates.

A naïve algorithm performs a scan over all vectors in the target set, calculates the distance
to each vector, and selects the k vectors with the lowest distance values. This algorithm
has a linear time complexity of O(|T |·d) for the size of the target set |T | and the dimen-
sionality d. To perform a kNN-Join between R and T , one can execute a kNN search for
every query vector r ∈ R. Here, the time complexity O(|R|·|T |·d) further depends on |R|.
Since word embedding datasets usually consists of millions of vectors with hundreds of
dimensions, calculating all distance values is inappropriate for real-time queries.

To efficiently compute the nearest neighbors, several index structures have been pro-
posed. In general, due to the curse of dimensionality, exact methods like [FN75, FBF77,
Nav02] do not effectively reduce the run-time of kNN search queries [MY18]. The di-
mensionality of popular pre-trained word embedding models is sufficiently high that
this effect occurs (see Section 3.2). The most popular approaches for approximated near-
est neighbor search (ANN search) can be categorized into techniques using tree structures
to organize vectors, proximity graphs, methods base on locality-sensitive hashing, and tech-
niques base on quantization.

4.2.1 Tree-based Methods

Several methods [FB74, Ben75, Gut84] have been proposed to build tree-structured in-
dexes for multi-dimensional data points. One of the most popular hierarchical index
structures is the k-d tree [Ben75, FBF77]. The k-d tree is a binary tree storing k-dimensional
vectors associated with its leaf nodes. All non-leaf nodes are associated with a partition
of the vector space where the root node represents the whole vector space. All non-leaf
nodes define a hyperplane that is perpendicular to an axis of the vector space and di-
vides its partition into two partitions associated with its two successors nodes as in the
example in Figure 4.4. The hyperplane is defined by a key a referring to the axis and a
threshold value v. All vectors in the partition of the parent node with a value greater
than v at dimension a are assigned to the partition of the first child node and all other
nodes are assigned to the partition of the second child node. Several different methods
for constructing a k-d tree are possible. Given all vectors in advance, one can use the
approach of [FBF77] to construct an optimal k-d tree for searching nearest neighbors.

4.2 Nearest Neighbor Search 53



Figure 4.4: k-d tree

Algorithm 4.1: KDSEARCH(r,n = root,C = ∅)
Input: query vector r, node n, candidate list C

Output: k nearest neighbors
1 if n is Leaf? then
2 C = UPDATEKNN(r, n, C);
3 return C;
4 else
5 nnear , nfar = GETSUCCESSORS(n, q);
6 KDSEARCH(nnear , r, C);
7 if BOUNDSOVERLAPTEST(nfar , C) then
8 return C;
9 else

10 C = KDSEARCH(nfar , r, C);
11 end

12 end
13 if BOUNDSWITHINTEST(n, C) then
14 return C and quit ; // terminate directly

15 else
16 return C ; // continue with parent node

17 end

Figure 4.5: k-d tree Search Algorithm

k-d tree Search Algorithm: To find the k nearest neighbors, one can use the recursive
search algorithm shown in Figure 4.5. This algorithm maintains a list C of k already
investigated candidate vectors with the lowest distance to the query vector r. Each recur-
sive step processes a node n of the graph where the first step examines the root node. In
each step, it is checked if the current node is a leaf node. For a leaf node, it is determined
if the vector associated with it is a candidate for the k nearest neighbor by calculating
its distance to the query. If the node is a non-leaf node, a new recursive step is executed
for the successor node nnear holding vectors on the same side of the hyperplane. After
this new recursive step is executed, the algorithm checks if it is possible that the second
successor node nfar holds vectors closer to the query than the candidate list. If this is
the case, this node is investigated in another recursive step. Otherwise the algorithm
terminates.

To check if a partition of the vector space associated with a node needs to be investi-
gated a bounds-overlap-ball test is done. Thereby, the algorithm calculates the ball centered
around the query vector r with the radius equal to the distance between the query and
the farthest vector in the candidate list. If this ball overlaps, it is necessary to investigate
the partition of the node. Also, a ball-within-bound test can be performed after each recur-
sive step to check whether the ball lies in the partition of the node and the algorithm can
terminate.

While this search algorithm only provides effective performance improvements on low-
dimensional data, for high-dimensional data algorithms for ANN search have been pro-
posed. The popular approach of [SAH08] utilizes a combination of multiple k-d trees for
a very efficient approximation of the nearest neighbors which is implemented by [ML14]
in the FLANN framework (Fast Library for Approximate Nearest Neighbors)13.

13https://github.com/mariusmuja/flann (Acess: 04/01/21)
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Figure 4.6: HNSW Graph and Search Algorithm

R-Tree: To construct a near-optimal k-d tree, the distribution of the data needs to be
known beforehand. Thus, updating k-d trees can lead to lower performance improve-
ments. Moreover, k-d trees are not able to effectively index geometric objects like rectan-
gles and polygons. To overcome those limitations, the R-Tree [Gut84] and several variants
of it [SRF87, BKSS90, BKK96] were developed. The idea behind the R-Tree is to organize
spatial objects in a hierarchy of bounding boxes. Objects are associated with leaf nodes.
For each node, a minimal bounding box of the child nodes (or objects in the case of leaf
nodes) is stored. To insert objects, the tree is traversed to the best fitting leaf nodes14 and
the object is added to the node. If the node overflows, i.e., the maximal number of objects
is reached, the insertion algorithm splits the node and adds both splits to the parent node.
This can also cause further overflows in the intermediate nodes leading to further splits.
R-Trees can efficiently solve k nearest neighbor queries [RKV95] as well as range queries.

4.2.2 Proximity Graphs

Recently, techniques for ANN search based on proximity graphs have become very pop-
ular. Many of the state-of-the-art ANN techniques use such graphs [ABF20]. A proximity
graph relates nodes that are close according to a certain distance measure. One form of
a proximity graph is the k nearest neighbor graph (kNN graph). The kNN graph is a
directed graph that represents each spatial point by a node and relates each node to its
k nearest neighbors. For low-dimensional data, [PCFN06] proposes an algorithm to ef-
ficiently construct kNN graphs. However, due to the curse of dimensionality, it has a
nearly quadratic complexity for high-dimensional spaces. Based on the kNN graph, it
is possible to directly return kNN search results for query vectors in the graph. Thus,
the time complexity is O(1). For query vectors not in the index, search algorithms are
proposed to navigate via a greedy search from an initial node through the kNN graph
towards nodes with small distance values to the query vector [HAYSZ11]. To find a start-
ing point, it is common to choose a node randomly or a separate index structure is used,
e.g., in [AM93] an additional k-d tree is constructed and [WWZ+13] employs product
quantization for this purpose.

14Here, different heuristics are possible.
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Hierarchical Navigable Small World Graphs (HNSW): One of the most popular tech-
niques in this category on ANN search methods is based on hierarchical navigable small
world graphs (HNSW) [MY18]. To efficiently search, HNSW constructs a multi-layer prox-
imity graph depicted in Figure 4.6. This graph is constructed by an insert algorithm that
incrementally adds nodes for each target vector. In such a graph a lower layer always
contains all nodes from the upper layers. The first node inserted on the top layer of the
graph is the initial node for the search also called the enter-point. The enter-point is the
same for all search operations independent of the query vector.

Insertion Algorithm: First, the insertion algorithm selects a maximum layer Lmax for the
new node determined by an exponentially decaying probability distribution. Then, it
traverses the graph with a greedy algorithm starting from the enter-point on the highest
layer until layer Lmax is reached. This greedy algorithm15 aims at selecting nodes of target
vectors close to the query vector in the current layer. Then, it investigates the next layer
in the same manner starting from the closest point determined on the previous layer.
When the maximum layer Lmax for the new node is reached, the actual inserting process
starts. Thereby, a similar greedy algorithm is executed. It differs from the former one
in the way that it obtains multiple approximated nearest neighbors on each layer which
serve as enter-points on the next layer. Moreover, a node for the new vector is added on
each layer, as well as a specific number of edges to close neighbors. Afterward, the set
of edges of each neighbor is reduced to a maximal number of neighbors Mmax to prevent
nodes to hold too many connections.

Search Algorithm: The search algorithm proposed by [MY18] resembles the insertion al-
gorithm for a node on layer 0. It greedily searches for close neighbors on each layer until
it reaches layer 0. Here, it uses the closest node in layer 1 as the entry point to search
for ef > k close neighbors. Afterward, the k vectors with the lowest distance values are
returned.

Based on the benchmark results of [ABF20], this technique provides the best trade-off
between accuracy and search run-time while index construction time and the size of the
index structures required to achieve this performance are comparably high. The evalua-
tion of recently developed novel graph-based approaches [IM18] and quantization-based
techniques [GSL+20] shows that these techniques achieve comparable or superior perfor-
mance trade-offs16.

4.2.3 Locality-Sensitive Hashing

Conventional hashing functions used for data structures are designed to equally likely
hash an input value to an integer representing a storage bucket id independent from the
input [CLRS09]. In contrast, locality-sensitive hashing (LSH), first proposed by [IM98,
GIM99], tries to hash similar inputs to similar hash values.

Index Construction: Figure 4.7 visualizes the indexing process of vectors with an LSH
technique later used for ANN search. Thereby, several LSH hash functions H1, . . . , Hl

are applied to each input vector v1, . . . , vn. Usually, those hash functions generate a
bit-vector of length m for the original floating-point vector where similar vectors have a
high probability to obtain the same bit-vector. Afterward, a conventional hash function
is applied to each bit-vector to get an integer value x ∈ {1, . . . , S} for each of them. Those
integer values constitute indexes in a hash table with S buckets. The hash tables store
for each vector a reference at the position of its hash value x. In this way, LSH provides
a tool for inverted indexing where the location of the object in the form of the bucket id
can be derived form its content (the original vector).

15For a detailed description of the algorithm, we refer to the original paper [MY18].
16http://ann-benchmarks.com/ (Access: 04/09/2021)
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Figure 4.7: Index Vectors with locality-sensitive Hashing (LSH)

Design of the Hash Functions: Depending on the vector space and the distance mea-
sure different hash functions can be used. In the original approach [GIM99], hash func-
tions are designed for d-dimensional integer vectors and the Manhattan distance (L1
distance). The authors argue that the L1 distance correlates with the Euclidean dis-
tance. Moreover, to handle floating-points, one can transform them to integer values
by scaling them with an arbitrarily high factor and rounding them afterward. To cal-
culate a hash value of a d-dimensional vector v, all d integer values are transformed
into unary encodings of length C (filled up with leading zeros), where C constitutes
the highest integer value in the dataset. Then, the unary encodings of a vector are con-
catenated to a bit-vector of length dC. For each LSH hash function H1, . . . , Hl, a subset
A ∈ {A′ ∈ P([dC]) | |A′|= m} of m dimensions is chosen. An LSH hash function selects
the values at those dimensions and concatenates them to obtain a bit-vector for its input.

By changing the definition of the hash function, other vector spaces and distance mea-
sures can be supported. In [Cha02], hash functions are designed for the cosine distance.
In [DIIM04], an approach specifically for Euclidean distances is proposed. Recently,
[AR15] proposes an approach for data-dependent hashing to exploit the data character-
istics of a specific dataset.

ANN Search with LSH Index: To determine approximated nearest neighbors, the search
algorithm applies all hash functions H1, . . . , Hl to the query to obtain l bit-vectors like
this was done in the indexing process. Then, the conventional hash function transforms
those bit-vectors to l bucket indexes and all vectors in the buckets are retrieved. Those
vectors constitute candidates for the nearest neighbors. In the original paper [GIM99], the
authors propose to retrieve vectors only until a maximum number M is reached. After-
ward, the search algorithm calculates for each candidate its distance to the query vector
and returns the k vectors with the lowest distances.

A limitation of this algorithm is that it is not possible to increase the precision of the
search without reconstructing the index with other parameters. Furthermore, increasing
the number l of hash function leads to more hash tables. Thus, this results in higher stor-
age requirements. To overcome this, [LJW+07] proposes the multi-probe LSH algorithm.
Here, the search algorithm retrieves vectors from more than one buckets per hash func-
tion. To increase recall from each LSH hash value, it derives from the hash value multiple
slightly modified hashes leading to an extended set of buckets. Since LSH hashes tend to
be similar for similar vectors, those buckets contain similar vectors with high probability.
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(a) Generating PQ sequences (b) Asymmetric Distance Calculation

Figure 4.8: Product Quantization

4.2.4 Quantization Techniques

Several kNN search techniques employ forms of vector quantization, a method to trans-
form multi-dimensional data points in approximated compact representations [Gra84].
It is the basis of algorithms for compressing vector data, allows the calculation of ap-
proximated distances, and enables the construction of spatial indexes.

Quantization Function Vector quantization can be implemented by a quantization func-
tion q : Rd → {1, . . . , |C|} which assigns a vector y ∈ R

d to the closest centroid vector
cj ∈ C of a fixed finite set C ⊂ R

d. There are different ways to obtain a quantization
function specified by the centroid set C and a distance function d. As a distance function,
usually, the Euclidean distance is used. Set C should be selected so that the distortion
is minimal. The k-means algorithm is commonly used to achieve this goal for a given
number of centroids |C|. Here, the Euclidean distances between each vector y and its
centroid cj equivalent to the mean squared error of the differences in each dimension
is minimized. For efficient ANN search according to the cosine distance, [GSL+20] pro-
pose an alternative algorithm to determining good sets of centroids. The quantization
can be visualized as a Voronoi diagram like the one shown in Figure 4.8b. It displays
the centroids (blue points) and the volumes assigned to them by the quantization func-
tion bounded by the blue lines. The Voronoi diagram itself allows performing a nearest
neighbor search in 2-dimensional vector space in logarithmic time [Sha75]. However, this
becomes inefficient with growing dimensionality [AMN+98]. To lossy compress vector
data, each vector can be replaced with an id of the centroid vector assigned to it by the
quantization function. This reduces each vector to a single number requiring ⌈ld|C|⌉ bits
to be stored. To index a dataset, the vectors are stored together with their quantization
ids and a conventional index structure is constructed for the quantization ids.
Inverted Indexing: For searching approximated nearest neighbors, one can calculate the
nearest α centroids to the query vector, retrieve all vectors with the according centroid
ids as candidate solutions, and calculate their distances to the query vector to obtain close
vectors.
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Figure 4.9: Inverted Multi Index

Product Quantization A simple vector quantization approach might lead to a quite
inaccurate representation of the vector dataset. For a more precise representation, huge
numbers of centroids would be necessary that are impossible to process or even to store.
For this reason, product quantization [JDS11] applies multiple quantizers on m subvectors
u1(y), . . . , um(y) of the original vector y ∈ R

d (see Figure 4.8a.). Those quantizers are
defined by quantization functions q1, . . . , qm with qi : R

d′ → {1, . . . , |Ci|}. Typically, the
cardinalities |C1|, . . . , |Cm| are equal and d′ = d/m for each quantization function. The
product quantization is the sequence of centroids obtained by that process.

y1, . . . yd︸ ︷︷ ︸
u1(y)

, . . . , y(D−d)+1, . . . yD︸ ︷︷ ︸
um(y)

→ q1(u1(y)), . . . , qm(um(y)) (4.1)

Using a dictionary denoted as the codebook, the sequence of centroid vectors can be com-
pactly represented as a sequence of centroid ids.

kNN-Search with PQ-Index Product quantization sequences can be utilized to acceler-
ate the calculation of nearest neighbors by providing a fast way to compute approximated
squared distances. Approximated square distances between a query vector r and a vector
y for which a product quantization sequence is available can be calculated by Equation
(4.2):

d̂2(r, y) =
m∑

i=1

d(ui(r), qi(ui(y)))
2 (4.2)

The squared distances d(ui(r), qi(ui(y)))
2 have to be precomputed at the beginning of

the search process. For every subvector ui(r), there are |Ci| distance values to calculate
since qi(ui(y)) can be any value of Ci. The distance measure is denoted as asymmetric
by [JDS11] since it is defined between quantized and non-quantized vectors as visual-
ized in Figure 4.8b. Despite the effort of the preprocessing, the technique reduces the
computational costs since the number of index entries in large vector datasets is much
higher than m · |Ci|, the number of those squared distances. Furthermore, the retrieval of
the compact product quantization sequences is faster than retrieving the raw vectors. To
further speed up the ANN search, [JDS11] proposes to use standard vector quantization
as described above to build an inverted index for the product quantization sequences.
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Inverted Multi-Index A simple inverted index based on quantization could be created
by clustering all possible target vectors TI into n distinct partitions P1∪̇ . . . ∪̇ Pn that corre-
spond to the Voronoi cells of the centroids c1, . . . , cn. To determine the partitions in which
to search for a query r, one has to calculate all the distances d(r, c1), . . . , d(r, cn). How-
ever, this could be time-consuming, especially for kNN-Joins with a large query set R. To
solve this problem, [BL12] propose to use product quantization to obtain a large number
of partitions with low computational effort. Suppose the product quantization sequences
which serve as labels for the partitions consist of two centroid indexes c1, c2 ∈ {1, . . . , n}.
There are n2 partitions (see Figure 4.9). However, to determine the nearest clusters, one
has to calculate only the 2 ·n square distances between the subvectors of the query vector
centroids stored in a codebook.

4.3 APPLICABILITY OF ANN TECHNIQUES FOR WORD EMBED-

DING KNN-JOINS

To efficiently execute kNN-Join operations on word vectors in database systems, a flexible
index structure is required. Accordingly, the goal is to design an index structure satisfy-
ing the requirements stated in Section 3.5. In the following, we analyze the applicability
of the ANN techniques summarized above in Section 4.2.

All techniques described in Section 4.2 aim at minimizing memory access to select use-
ful candidate vectors according to Requirement B1. As of April 2021, the best trade-offs
between query time and accuracy on a popular word embedding ANN benchmark pro-
posed in [ABF20] are achieved by techniques based on graphs and product quantiza-
tion17. The implementation of batch-wise nearest neighbor search can further account for
this requirement. However, this rather depends on the kNN-Join implementation and is
relatively independent of the indexing technique itself. In contrast, the feasibility of the
other three requirements strongly depends on the index algorithm.

Tree-based Indexes: Tree-structured indexes are mainly proposed for low-dimensional
data. However, ANN search based on multiple k-d trees has been proposed [SAH08]
to support high-dimensional data as stated in Requirement B2. Tree-based indexes are
inappropriate for flexible target sets demanded by Requirement B3.1 because the whole
tree needs to be traversed first to obtain candidate vectors. Only after that one can check
the filter constraint. Online updates mentioned in Requirement B3.2 are possible. How-
ever, the performance of the k-d tree might suffer from too many insertions. To increase
the accuracy one can easily retrieve a higher number of candidate vectors from the index
close to the query. In this way, the search algorithm can adapt to different demands on
accuracy and run-time (Requirement B4)

Graph-based Indexes: Although the construction of optimal kNN graphs is infeasi-
ble for large datasets of high-dimensional vectors, proximity graphs are commonly used
for ANN on high-dimensional data (Requirement B2). State-of-the-art techniques like
HNSW [MY18] are constructed incrementally. Thus, online updates (Requirement B3.2)
are well realizable. In general graph-based algorithms can not efficiently handle flexible
target sets (Requirement B3.1). Focusing the search only on targets satisfying certain filter
constraints is not possible, because thereby the connectivity of the graph is not ensured.
To influence the accuracy of the search algorithm (Requirement B4), one can simply re-
trieve a higher number of candidates, e.g., raise the ef parameter in the HNSW search al-
gorithm. However, in [YLFW20], the authors claim that this is less effective for the HNSW
algorithm when compared to parameter tuning in quantization-based approaches.

17http://ann-benchmarks.com/ (Access: 04/09/2021)
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Locality-Sensitive Hashing: LSH has been developed to overcome the curse of dimen-
sionality. Accordingly, it can cope with a high-dimensionality (Requirement B2). The
handling of flexible target sets (Requirement B3.1) constitutes a problem. If the number
of buckets is high and the filter constraints are selective, the number of retrieved can-
didates can be 0. This problem can be solved by multi-probe LSH. However, selective
filters still lead to an unnecessarily large amount of disk accesses. Online updates (Re-
quirement B3.2) are possible. While the standard LSH algorithm does not provide meth-
ods to increase recall, this gets possible through multi-probe LSH. In this way, different
demands of accuracy and run-time desired in Requirement B4 can be met.

Vector Quantization: Constructing an inverted index using vector quantization is a
relatively simple solution for ANN on high-dimensional data. Thus it is widely ap-
plied [SZ03, BL12, BBS17] even though it does not provide state-of-the-art performance.
Indexes based on a combination of inverted indexing and approximated distance calcula-
tion via product quantization achieve high performance. An index of product quantiza-
tion sequences is appropriate to support flexible target sets (Requirement B2) as long as
the preprocessing effort does not exceed the effort of the brute-force method. It allows re-
trieving only product quantization sequences satisfying the filter criteria for the approx-
imated distance calculation leading to a candidate set of vectors that complies with the
constraints. An inverted index based on quantization might be inefficient for small target
sets since buckets might not contain vectors that comply with the filter criteria. Online
updates (Requirement B3.2) can be implemented for both kinds of quantization-based
indexing methods. To influence the accuracy, a certain number of low approximated dis-
tances can be post verified by exact distance calculation, and the number of partitions
retrieved from an inverted index can be adjusted. Thus, the desired flexibility stated in
Requirement B4 can be met.

4.4 RELATED WORK ON KNN SEARCH IN DATABASE SYSTEMS

There is already limited work done in integrating kNN operations in database systems.
PostgreSQL, for instance, can be extended by PostGIS18, which allows running kNN
queries for low-dimensional (geographical) data. Index structures can be created with
GiST (Generalized Search Trees) to speed up such operations. [BBS17] integrate vector
similarity search for high-dimensional data into Spark for word embeddings. The au-
thors state that simple index structures based on LSH [Cha02] or spherical k-means [DM01]
are used to partition vectors for filtering. However, this might be only useful for a lim-
ited set of query types (see Section 4.3). A system called ADAMpro [GAKS14] adds
ANN search techniques on top of a database system for multimedia retrieval. The vec-
tor database Milvus [WYG+21] provides a similarity search engine for high-dimensional
data. In [WWW+20], the authors propose AnalyticDB-V, an execution engine for SQL
queries that can perform ANN search on feature vectors filtered by additionally provided
filter predicates.

There are two approaches to integrate approximated kNN-Joins into relational database
systems: In [YLK10] approximated kNN-Joins based on z-order curves [Mor66] are in-
tegrated into relational database systems, which however, is only applicable for low-
dimensional data. Just recently [YLFW20] investigated how common algorithms for ap-
proximated nearest neighbor search algorithms can be integrated into PostgreSQL lead-
ing to the development of the so called PASE extension.

18postgis.net (Access: 04/15/21)
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Figure 4.10: Execution of Queries with Filter Conditions with PASE Indexes

ANN-Joins based on Z-Curves In [YLK10], the authors aim at implementing an al-
gorithm for kNN-Joins only based on SQL operations. In this way, the algorithm can
be executed on any relational database system without integrating novel index struc-
tures and operations into the database system. Their implementation is based on z-order
curve representations of multi-dimensional data. Thereby, the binary representations of
each dimension19 of a data point are interleaved into a single binary sequence. This leads
to one-dimensional representations where two points with low distances in the multi-
dimensional space tend to obtain representations with low distances. This allows the
system to efficiently retrieve candidate solutions for the kNN problem by performing a
range query on the z-value representation around the z-value of each query point. Then,
the kNN-solution is obtained by an exact distance calculation. To increase the accuracy,
the algorithm performs this process on several z-value representations which are gen-
erated from translations of all multi-dimensional points by random translation vectors
v1, . . . , vn. One major limitation of this approach is that it is only applicable to relatively
low-dimensional data. The authors state that the algorithm is inappropriate for data with
more than 30 dimensions. Accordingly, this approach is unsuitable for our requirements
(see Requirement B2 in Section 3.5)

PASE In [YLFW20], the authors propose an extension for PostgreSQL called PostgreSQL
Ultra-High-Dimensional Approximate Nearest Neighbor Search Extension (PASE). While in
our research, we focus on developing novel algorithms to handle ANN-Joins in a database,
this work rather focuses on integrating existing techniques for ANN search operations
deep into a relational database system. Therefore the authors especially focus on the
storage representation of index structures and the implementation of the PostgreSQL
interfaces to access the index data. They implement index structures for two ANN algo-
rithms: (1) IVFFlat20, a simple inverted index similar to the IVFADC index [JDS11] with-
out product quantization, and (2) HNSW [MY18]. The authors claim that IVFFlat has a
lower index building time and produces less storage overhead, while HNSW requires
lower run-time, especially when a lower accuracy of the results is required. To handle
queries with a target set that is restricted by filter constraints and therefore constitutes
only a subset of the vectors in the index, the authors propose a specific execution schema
shown in Figure 4.10. Hereby, the kNN operation continuously retrieves nearest neigh-
bors and check the filter condition in an alternating fashion until k valid elements are
retrieved. There is no open-source implementation available. The extension is available
in the ApsaraDB for RDS online database service21.

Regarding the requirements stated in Section 3.5, PASE provides efficient index structures
for ANN search (Requirement B1), is able to handle high-dimensional data (Require-
ment B2), and can cope with different demands on precision and response time (Require-
ment B4). Furthermore, online updates are supported (Requirement B3.2). However, the

19We assume that all values are integers. The handling of floating-point values is discussed in [YLK10].
20https://github.com/facebookresearch/faiss/wiki/Faiss-indexes (Access 03/29/21)
21https://www.alibabacloud.com/help/doc-detail/147837.htm?spm=a2c63.p38356.a1.1.

4fd41470hUUf8S (Access 03/29/21)
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Figure 4.11: Execution of Queries with Filter Conditions with AnalyticDB-V

index structure is inefficient for processing kNN operations with highly selective filter
constraints on the target set since it always performs a kNN search on the whole set of
vectors. Therefore, it does not provide the required adaptivity according to (Require-
ment B3.1). Moreover, the index structures implemented by the extension rather focus
on original kNN operations and do not provide specific optimizations for kNN-Joins.

AnalyticDB-V In a recent publication [WWW+20], the authors propose an analytical
engine for the OLAP database system AnalyticDB [ZSW+19] to support so-called hybrid
queries which involve ANN search operations and filter criteria. The database is pro-
posed to store structured data as well as feature vectors generated for unstructured data
objects, e.g., image descriptors. While this work rather focuses on vector representations
for media data objects, the authors use similar indexing techniques as we proposed to
use for word embeddings before in [Gün18, GTL19a]. In particular, they use an index,
which constructs product quantization sequences for approximated distance calculation.
Additionally, a novel VGPQ index combines quantization-based inverted indexing with
the product quantization sequences. To solve queries with filter criteria, they consider
four execution schemes shown in Figure 4.11. The brute-force method (a) uses an index
only for the filter constraint on the structured. Accordingly, exact distances are calculated
for all vectors complying with the filter criteria to solve the query. In (b), only the product
quantization sequences are used without inverted indexing. This allows the algorithm to
apply the filter criteria before the execution of the ANN search. (c) resembles the schema
we also used for our execution of kNN-Joins in [GTL19a] and also the execution schema
of PASE (see Figure 4.10). Here, the filter criteria are also applied before the execution of
the ANN search. To use the inverted index, the information, which vectors comply with
the filter, is provided as an additional parameter set to the index operation. This allows
the inverted index to only retrieve vectors that comply with the filter. In contrast to the
schema of PASE, an exact distance calculate is only done for valid candidates leading to
a more efficient search. However, in the case of a selective filter, a large set of buckets has
to be retrieved from the inverted index. In (d), the ANN search is executed before the
filtering, which only makes sense for filter criteria with low selectivity. Based on a cost
model applied to the query, one of the four schemas is used.

AnalyticDB-V provides an efficient solution for ANN search for high-dimensional data
(Requirement B1 and B2 in Section 3.5), and it allows to adjust to different demands on
precision and response time (Requirement B4). It also allows online updates (Require-
ment B3.2). However, it only focuses on the execution of kNN search operations and
does not specifically consider kNN-Joins. While it is a good idea to provide different
execution schemes for different filter criteria, the execution schemes do not consider the
execution of multiple queries for the same set of targets. Especially in schema (c), the
filter criteria have to be checked during the retrieval of candidates from the inverted in-
dex for each query vector separately. In this regard, the handling of flexible target sets
(Requirement B3.1) could be improved.
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Figure 4.12: Index Data Structure

4.5 ANN-JOINS FOR RELATIONAL DATABASE SYSTEMS

We decided to use a quantization-based approach for the implementation of the ANN-
Join algorithm. We made this decision based on our review of common ANN techniques
in Section 4.3 with regard to the requirements for ANN-Joins on word embeddings stated
in Section 3.5. However, it should be noticed that for kNN-Join operations with small
query and target sets, an exact algorithm is applicable using the brute-force method to
calculate all distance values between pairs of query and target vectors. Moreover, for
relatively small query and target sets, the product quantization distance calculation de-
scribed in Section 4.2.4 is applicable. Therefore, an index of product quantization se-
quences needs to be maintained. In all other cases, a combination of inverted indexing
and product quantization distance calculation should be used, which is also used by sev-
eral other ANN search engines [JDS11, WWW+20, GSL+20].

While previous works on ANN search in high-dimensional spaces proposed algorithms
for single ANN queries, we developed an adaptive algorithm for ANN-Joins processing
multiple kNN-queries at a time to satisfy Requirement B1 in Section 3.5. We describe
the index structure for our algorithm in Section 4.5.1 and the search algorithm itself in
Section 4.5.2. To increase the performance for queries with a restricted target set T re-
quested in Requirement B3.1, we identified two opportunities for optimizations outlined
in Section 4.5.4. Those are addressed by the candidate number estimator explained in Sec-
tion 4.5.5 and the flexible product quantization proposed in Section 4.5.6. Additional minor
optimizations are described in Section 4.5.7. Afterward, we discuss the influence of sev-
eral search parameters on precision and run-time and give advice for tuning them in
Section 4.5.8. For supporting fast kNN-Joins on word2bit vectors (see Section 2.2.7), we
provide specific optimizations explained in Section 4.5.9. A comprehensive evaluation of
our ANN-Join approach is done in Section 4.6.

4.5.1 Index Architecture

We propose to use a combination of the inverted multi-index [BL12] described in Sec-
tion 4.2.4 and an index of product quantization sequences for approximated distance cal-
culation. The data structure of our index is shown in Figure 4.12. For each d-dimensional
vector, an index entry is created in the IVPQ Index table. Every entry contains an id to
reference it, equivalent to the id in the vector tables (see Section 4.1.2). For the inverted
multi-index, we divide the vectors into two partitions so that each entry consists of PQ
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Figure 4.13: ANN-Join Algorithm

Algorithm 4.2: KNN-JOIN(R, k, T, α)
Input: query vector set R, results size k, target

vector set T , amplification factor α

Output: k nearest neighbors for each query vector
1 Dpre = PREPROCESSING(R, T , α, k);
2 R′ = R;
3 j = 1;
4 while R′ Ó= ∅ do
5 for ri ∈ R do
6 C∗ = COARSEQUANTIZE(ri);
7 centr(i) = SELECTPAR(C∗, T , α, k, j);
8 end
9 query = CONSTRUCTQUERY(centr , T );

10 Tsub = EXECUTE(query);
11 R′ = {ri | |Tsub(i)|< α · k};
12 j = 2 · j;
13 end
14 for ri ∈ R do
15 for t ∈ Tsub(i) do
16 d = DISTFUNC(ri, t, Dpre);
17 UPDATE(topk [ri], d);
18 end

19 end
20 return topk

Figure 4.14: Pseudo-Code

sequences of length two. To perform an inverted search, the combination of the two coarse
ids refers to a partition to which the vector belongs. Those ids c1 and c2 are represented
by a single id idc = c1 · |Cc|+c2 in the Coarse IDs column. Each of the two coarse ids
corresponds to a d

2 -dimensional centroid22. Those centroids are stored in the Coarse Code-
book table, where the Pos value refers to the partition (either 1 or 2). In addition, a PQ
sequence of length m allows performing approximated distance calculations. The cen-
troids of subvectors for the product quantization with a dimensionality of d

m
are stored

in the PQ Codebook table. Each of those PQ centroids has an id that corresponds to codes
in the product quantization sequences and a position Pos ∈ {1, . . . m} corresponding to
the position of the subvector it is calculated for (u1, . . . , um). The normalized vectors can
be used for the distance calculation of candidate vectors explained in Section 4.5.3.

4.5.2 Search Algorithm

Figure 4.13 shows a flow chart, and Figure 4.14 the pseudo-code of our algorithm. As
input parameters, the algorithm gets a set of query vectors R = r1, . . . rn, a set of target
vectors T , represented as a set of index entry ids, and the desired number k of nearest
neighbors. Furthermore, the configuration parameter α determines the minimum num-
ber of targets per neighbor that has to be considered for the search process. A higher
value of α leads to a higher precision of the result set.

The algorithm consists of four steps:
At first, there is a preprocessing step (Line 1), which is necessary for the product quantiza-

22If d is an odd number, one centroid set should be created with a dimensionality one greater than the
other set.
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tion-based distance calculation described in Section 4.2.4. As a result, pre-computed dis-
tance values of subvectors are obtained and stored in Dpre. Details about the preprocess-
ing are provided in Section 4.5.6.
After that, data is retrieved from the index in multiple iterations. Therefore, a set of query
vectors to consider R′ is initialized with the set of all queries R, and the iteration count j
is set to 1. In the query construction step (Line 4 to 9), the retrieval of database entries from
the inverted index is prepared. This involves the calculation of the coarse quantization
C∗ for every query vector ri in Line 6 with the algorithm described in [BL12]. It returns
a sequence of the coarse centroid id tuples corresponding to the entries in the Coarse IDs
columns in the IVPQ table (see Figure 4.12) in increasing order according to the distance
between the coarse centroids and the respective partitions of the query vector ri. Then, a
set of partitions to be retrieved from the index for ri is determined using the SELECTPAR
function and added to centr(i). A naïve implementation of SELECTPAR would select the
first j closest partitions for each query from C∗. In Section 4.5.5, we propose a more so-
phisticated approach that uses the candidate number estimator.
After that, a single SQL query is constructed to retrieve the data for all query vectors
from the index using the SPI in the data retrieval step in Line 10. Then, the query vectors
R′ for which not enough index entries (< α · k) have been retrieved are determined. For
those, another query construction and retrieval iteration is done where a higher number
of closest partitions is selected by increasing j.
If the number of targets is sufficient, the distance values between every query vector ri

and its respective index entries Tsub(i) are calculated by a distance function DISTFUNC
(distance calculation step). We elaborate more on the distance function in Section 4.5.3. The
best candidates for the kNN operation are held in a sorted list topk which is updated after
every distance calculation.

4.5.3 Distance Calculation

Besides the adaptive number of partitions and vectors to be considered by the kNN-Join
algorithm influenced by α, the trade-off between precision and run-time also depends
on the distance function, namely: (1) exact calculation, (2) product quantization, and (3)
product quantization with post verification. Product quantization is the fastest one but also
provides the lowest precision. It calculates distance values as described in Section 4.2.4.
The exact calculation is too slow, especially for a large number of target vectors and a
large α. Method (3) strikes a balance between both extremes and therefore represents
the default distance function. In the first place, it calculates the approximated distance
values using product quantization for k · α targets. Second, it refines the k · pvf best
candidates with the exact method to obtain the final top-k. Here, the post verification
factor pvf is the primary factor to influence the precision of the kNN computation. By
adjusting it, the user can control the trade-off between precision and run-time as desired
in Requirement B4 of Section 3.5. In the evaluation in Section 4.6.2, we further investigate
this.

4.5.4 Optimization Capabilities

We identified two promising opportunities for optimizing the search algorithm of Sec-
tion 4.5.2: an estimator for the candidate set size to implement the SELECTPAR function
in Line 7 in the algorithm in Figure 4.14 and flexible product quantization.
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Figure 4.15: Confidence Estimation

Candidate Number Estimator: In Section 4.2.4, we described the advantages of in-
verted indexing for ANN. However, inverted indexing, in general, is poorly suitable
when the target set T is only a subset of all vectors in the index TI , i.e., |T |≪ |TI |. In
those cases, a larger number of partitions need to be considered to retrieve enough can-
didate vectors. However, it is not obvious how many partitions should be examined.
AnalyticDB-V [WWW+20] solves this problem for a single ANN query by continuously
retrieving partitions until enough candidates are identified present in T . However, in
this way, multiple index accesses are necessary. The use of inverted multi-indexing en-
ables fast lookups and therefore allows us to efficiently handle a large number of small
partitions. This increases the accuracy, but it might lead to many index accesses un-
til the desired number of candidates is reached. To solve this problem, we propose in
Section 4.5.5 a method to estimate the number of targets in T observed when a certain
number of partitions is read out from the index. Based on this, we can pick the optimal
number of partitions (Figure 4.14 Line 7) and retrieve all necessary partitions for all query
vectors with one or only a few index accesses.

Flexible Product Quantization: Usually, ANN search approaches are optimized to han-
dle queries with large target sets because those search tasks produce the highest compu-
tational effort. In the case of the ANN-Join problem, tasks with a large query vector
set also require a high computational effort. However, an index structure designed for
queries with large target sets might not effectively reduce the run-time for those tasks.
Especially for the product quantization distance calculation, the run-time required for
the preprocessing step might exceed the execution time of the actual distance calculation
for small target sets. Between the preprocessing effort and the effort for the approximated
distance calculation for each candidate exists a trade-off. This trade-off depends on the
configuration parameters set for the construction of the product quantization index. To
design a solution to deal with target sets of different sizes without constructing multiple
indexes, we introduced a method for flexible product quantization in Section 4.5.6. This
allows us to construct a single product quantization index which enables the search algo-
rithm to switch between a comprehensive preprocessing and a fast preprocessing during
run-time depended on the target set size.

4.5.5 Estimation of the Number of Targets

In Line 7 in Figure 4.14, the SELECTPAR function should select a suitable set of partitions
from the list of nearest partitions C∗. To achieve this goal, we estimate a suitable number
ω ≤ n of nearest partitions, where n = |C∗| constitutes the number of all partitions. The
maximal coarse order ω is selected in a way, that the probability Pest that it is necessary to
run further database requests for the query vector ri to obtain enough candidates (at least
k · α) is lower than a certain value 1 − Pconf . This is done by iteratively incrementing ω
until the confidence value 1− Pest obtained by a probabilistic model is higher than Pconf
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(see Figure 4.15). The estimation relies on statistics about the distribution of the index.
Those contain the relative sizes of all partitions P1, . . . , Pn compared to the whole index
size (the total number of vectors).

For the estimation, we consider the set of all index entries TI , the target set of the current
query Ti, and a set of selected partitions Tp = P1∪̇ . . . ∪̇Pω. We estimate the probability
1 − Pest that Tsub(i) contains at least β = k · α candidates, which corresponds to the
condition in the algorithm of Figure 4.14 in Line 11. The number of candidates |Tsub(i)|
corresponds to the cardinality of Ti∪Tp. For the estimation, we leverage a hypergeometric
probability distribution (Equation (4.3)) which describes the probability to get s successes
by drawing M elements out of a set of N elements without replacement. In our case, s
is the desired number of targets in Ti ∪ Tp, M is the cardinality of Tp, and N equals |TI |.
The probability 1− Pest of drawing at least β target vectors from the set TI of all vectors
in the index can be calculated with Equation (4.4) by using the cumulative distribution
function.

h(X = s ; |TI |, |Ti|, |Tp|) =
(|Tp|

s

)(|TI |−|Tp|
|Ti|−s

)

(|TI |
|Ti|

) (4.3)

µ = |Ti|·
|Tp|
|TI | σ2 = |Ti|·

|Tp|
|TI | ·

(
1− |Tp|

|TI |
)

· |TI |−|Ti|
|TI |−1

1− Pest = hcdf (β − 1 ; |TI |, |Ti|, |Tp|) = 1−
β−1∑

s=0

(|Tp|
s

)(|TI |−|Tp|
|Ti|−s

)

(|TI |
|Ti|

) (4.4)

However, because of the complexity of the computation of the binomial coefficients, we
have to use an approximation based on the normal distribution stated in Equation (4.5).
To obtain the approximation, we use the mean µ and the variance σ2 from the hypergeo-
metric distribution (see Equation (4.3)). Here, the number x is a specific number of targets
which corresponds to |Ti ∪ Tp|.

N(x;µ, σ2) =
1√
2πσ2

· exp
[

− (x − µ)2

2σ2

]
(4.5)

The approximation of the probability of getting at least β − 1 targets (Equation (4.6)) is
then obtained by its cumulative distribution function. The addition of 0.5 serves as a con-
tinuity error correction. It is added to the formula since the hypergeometric distribution
is a discrete probability distribution. Since β is an integer value, x < β − 1 corresponds
to x < β − 0.5.

hcdf (β − 1;µ, σ2) ≈ 1−
β−1∑

s=0

N(s;µ, σ2) ≈ 1− 1

2
·
(
1 + erf

((β − 1) + 0.5− µ√
2σ

))
(4.6)

The probability hcdf of getting enough targets can be increased by raising the number of
partitions in Tp, which corresponds to the coarse order ω. The algorithm in Figure 4.15
chooses ω so that it is minimal and hcdf is higher than a specific probability Pconf , also
termed the confidence value. From experimental results, we noticed that 0.8 seems to be a
suitable value to achieve a high response time for the algorithm.

The implementation of the SELECTPAR function (Line 7 in Figure 4.14) estimates the max-
imal corase order ω with the proposed algorithm (see Figure 4.15) depended on α, k,
Ti = T , and the previously determined ordered list of partition ids C∗. If not enough
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(a) Long Code Mode (b) Short Code Mode

Figure 4.16: PQ Sequences of Flexible Product Quantization

candidates could be retrieved in the data retrieval step (3) for specific query vectors, SE-
LECTPAR obtains a larger target set by using a modified α′ = α · j for the estimation. By
increasing α, by multiplication with the iteration count j, a more conservative estimation
is done, and the selectivity in the data retrieval step is reduced. However, the run-time
of the subsequent database queries is presumably much lower than the run-time of the
first query since partitions are only retrieved for a small number of query vectors, where
previous retrieval steps do not deliver enough candidates.

4.5.6 Flexible Product Quantization

The product quantization index provides two parameters: the number of subvectors m
and the number of centroids per quantizer |C|. The optimal setting of both parameters
depends on the desired precision and the response time, as well as on the typical number
of distance calculations α · k, which are performed for every query vector. In general,
higher values of m and |C| correspond to higher precision and higher response times.

If the target set size α · k is large, the computation of the distances (Line 16 in Figure 4.14)
is the most time-consuming step, whereas, for small target sets, the computation time
of the preprocessing step (Line 1) becomes more and more prevalent. Since a low value
for m, i.e., a low number of subvectors, corresponds to a faster distance calculation, the
product quantization speed for large target sets depends mainly on m. However, with a
decreasing number of vectors α ·k, the proportion of the computational effort for the pre-
processing step (Line 1), which is mainly influenced by |C|, increases. By decreasing the
number |C|, the search process gets faster. To be efficient in both situations, we introduce
a flexible product quantization search procedure.

For product quantization search with a small number of distance calculations α · k <
Thflex , an index is created with a large number of subvectors m = 2 · m′, but only a
few centroids in C. Figure 4.16a visualize this case, which we call the Long Codes Mode
since the pq sequences consist of a larger number m of ids. Long codes are specifically
useful for small target sets, where fewer candidates per query need to be retrieved from
the inverted index. For a larger number of distance calculations, the number of dis-
tances to sum up for each distance calculation (see Equation (4.2)) can be reduced by
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pre-calculating squared distances for pairs of centroids 〈cj, cj+1〉 and pairs of subvectors
〈uj(r), uj+1(r)〉:

d(〈uj(r), uj+1(r)〉, 〈cj, cj+1〉)2 = d(uj(r), qj(uj(y)))
2 + d(uj(r), qj+1(uj+1(y)))

2 (4.7)

where : cj = qj(uj(y)), cj+1 = qj+1(uj+1(y)), j ∈ {2 · i|i ∈ N}

The distance calculation can then be expressed by the following equation:

d̂(r, y)2 =
m′∑

j=1

d(〈u2j−1(r), u2j(r)〉, 〈c2j−1, c2j〉)2 (4.8)

To efficiently calculate this, the product quantization sequences consisting of m numbers
can be transformed into sequences of m′ = m

2 numbers. Therefore, all centroid id pairs
〈id(cj), id(cj+1)〉 can be transformed into single ids:

id(cj, cj+1) = id(cj) · |C|+id(cj+1) (4.9)

This is called the Short Codes Mode displayed in Figure 4.16b. Optimal settings for the
threshold Thflex are discussed in Section 4.6.4.

4.5.7 Further Optimizations

Target List for Product Quantization Search In Figure 4.14 in Line 10, the algorithm
reads out candidates from the inverted index in the form of product quantization se-
quences. A naïve algorithm would directly iterate through the pq sequences and perform
the product quantization distance calculation (target-wise) for all query vectors where
one of the nearest centroids belongs to the partition of the pq sequence. However, to
execute product quantization efficiently, the precomputed distances should stay in the
cache. Since the precomputed distances are specific for the query, it is necessary to col-
lect all product quantization sequences and assign them to the query vectors in the first
place. Afterward, the distance computation can be done query-wise. So, all precomputed
distances specific for a query can stay in the cache. Moreover, the approach of [AKLS15]
could be used to further improve memory locality to speed up the product quantization
search. Thereby, product quantization sequences are compressed to fit into SIMD cache
lines.

Prefetching As displayed in Figure 4.13, we collect the targets in Line 10 of the search
algorithm (Figure 4.14) and assign them to target lists for the query vectors they should
be compared to. This requires a lot of random memory access to the lists of targets. To
speed up this step, we prefetch the target list entries, which have to be updated next
from time to time. We tested the effect of the prefetching with our algorithm on a query
with 10,000 queries, 100,000 targets (300-dimensional vectors), α = 100, and k = 10. For
this query, the construction time of the target list could be reduced by ≈ 35%, from 1.4
seconds to 0.9 seconds. For more details about that, one can take a look at the code23.

23https://github.com/guenthermi/postgres-word2vec/blob/master/freddy_extension/ivpq_
search_in.c (Access 05/04/21)
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Name Symbol Domain Description

Post Verification Factor pvf N
+, pvf ≤ α number of exact distance calculation per result

Amplification Factor α N
+, α ≥ pvf minimal number of candidates per result

Flexible PQ Threshold Thflex N Threshold for switching between pq distance
calculation with long codes and short codes

Confidence Probability Pconf R, Pconf ∈ [0, 1] minimal confidence of retrieving at least k · α

candidates

Table 4.1: Search Configuration Parameters

Fast Top-K Update In Line 17 of the algorithm in Figure 4.14, the topk gets updated after
every distance calculation. If the distance value is lower than every other index entry, the
new index entry has to be inserted into this array of current nearest neighbors. However,
this can be time-consuming since every other array element with a larger distance has to
be moved. For a large topk, the updates can be accelerated by first adding new candidates
in a buffer. If this buffer gets full or all distance calculations are done, all candidates are
added to the topk in one run. This is particularly useful if post verification (see Section
4.5.3) should be done, and thus a large set of candidates is required in the first place.
Alternatively, one can use a linked list instead of an array for the topk. However, linked
lists are space-consuming which could become a problem for large query sets.

4.5.8 Parameter Tuning

Table 4.1 gives an overview of the parameters to configure the execution of the kNN-Join
operation. By adjusting pvf and α, the user can influence the trade-off between precision
and run-time as required by Requirement B4 in Section 3.5. Section 4.6.2 investigates
the influence on precision and run-time for both parameters. Thflex and Pconf influence
primarily the run-time. Their optimal values for discussed in Section 4.6.3.

4.5.9 kNN-Joins for Word2Bits

Binary Word embeddings trained with the word2bit method [Lam18] described in Sec-
tion 2.2.7 can be used to very efficiently perform kNN search operations. Thereby, the
vectors are stored as bit vectors where 1 refers to 1

3 and 0 to −1
3 . Those vectors are space

efficiently stored in vector tables as described in Section 4.1.2.

Cosine Similarity Calculation: Since binary word2bit vectors have the same magni-
tude of 1

3 in each dimension, all vectors with dimensionality n have the same length of
1
3

√
n. Therefore, the cosine similarity of two vectors u and v with length n is proportional

to the scalar product of the two vectors:

simcos(u, v) =
u · v

|u|·|v| =
( 3√

n

)2
(u · v) =

9

n
(u · v) (4.10)

According to Equation (4.10), the similarity between two vectors is proportional to the
count of dimensions with equal binary values substracted by the number of dimensions
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with unequal binary dimensions. Formally, this relation between the vectors and their
binary representations b(u) and b(v) is defined in Equation (4.11):

simcos(u, v) ∝ u · v =
n∑

i=1

1

9

[
2
(
b(u)i · b(v)i

)
− 1

]
∝

( n∑

i=1

b(u)i ∧ b(v)i
)

︸ ︷︷ ︸
n−dham(b(u),b(v))

−n

2
(4.11)

Consequently, the cosine distance of binary word2bit vectors is linearly dependent on
the Hamming distance between the binary representations. Based on this observation,
we can solve the kNN problem with respect to the Euclidean distance (or the cosine
distance) for those vectors by solving the kNN problem with respect to the Hamming
distance for their binary representations.

kNN(r, T ) = argmin
{t1,...,tk}∈T [k]

k∑

i=1

d(r, ti) = argmin
{t1,...,tk}∈T [k]

k∑

i=1

dham(b(r), b(ti)) (4.12)

Implementation: To efficiently perform this calculation, we can utilize bit-wise instruc-
tions, which are available on modern standard CPUs. Specifically, we use a combination
of the XOR and the population count (popcnt) operation, which calculates the Hamming
weight24 of a bit-vector, to efficiently determine the Hamming distance:

dham(b(r), b(ti)) = popcnt

(
XOR

(
b(r), b(ti)

))
(4.13)

Both operations, XOR and popcnt, can be executed by one CPU instruction on sequences
of 64 bit of the two bit-vectors at a time. The sum of this result constitutes the Ham-
ming distance. To implement a kNN-Join operation for word2bit vectors, we created a
UDF which executes kNN queries according to Equation (4.13) in a batch-wise manner.
Our evaluation in Section 4.6.6 shows that this method already achieves sufficient perfor-
mance to process queries on the available pre-trained binary word2bit models. To further
improve the kNN search on very large binary vector sets, recently, several indexing tech-
niques have been proposed [EAT19, OB16] to avoid linear scans.

A limitation of this approach is that the query vectors need to be bit-vectors. This con-
stitutes a problem if vectors need to be generated for text values, which are not present
in the vocabulary of the word2bits model. The averaging method [ALM17] explained
in Section 2.2.5 to index new terms leads to vectors with values not in {1

3 , −1
3}. As a

workaround, one could quantize each value of the resulting vector to one of the two
values 1

3 or −1
3 to obtain valid word2bit vectors.

4.6 EVALUATION

In this section, we first evaluate our adaptive kNN-Join implementation for varying post
verification factors and α values and compare them to the basic batch-wise product quan-
tization approach (see Section 4.6.2). Moreover, we provide a detailed run-time investi-
gation for the sub-routines of the kNN-Join given different query and target set sizes
(Section 4.6.3). To examine the influence of the flexible product quantization, we eval-
uate the impact of using the short and long codes model on the precomputation and
distance calculation in Section 4.6.4. In Section 4.6.5, we evaluate the accuracy of the tar-
get size estimator which is explained in Section 4.5.5. Finally, we evaluate the kNN-Join
algorithm for word2bits vectors in Section 4.6.6.

24The Hamming weight is defined as the number of 1s in a bit-vector.
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Google News (GN) Twitter (TW)

Size 3, 000, 000 1, 193, 514
Dimensionality 300 100
Coarse Centroids 2 · 32 2 · 20
Product Quantization m = 30, |C|∗= 32 m = 10, |C|∗= 32
Confidence Pconf = 0.8 Pconf = 0.8
Threshold (for flexible product quantization) Thflex = 15, 000 Thflex = 15, 000

∗ number of centroids for each quantizer

Table 4.2: Dataset and Index Characteristics

4.6.1 Experimental Setup

We use two different datasets of word embeddings to evaluate our approach, the popular
Google News word2vec dataset (W2V-GN in Table 3.1) and a dataset of 100-dimensional
word vectors trained on data from Twitter25 with GloVe [PSM14]. We use Python scripts
to create the IVPQ index structures (see Figure 4.12) on these datasets for our adaptive
ANN-Join algorithm with the parameters shown in Table 4.2. In addition, we create for
the baseline approach a pure product quantization index with the same parameters used
to generate the product quantization sequences in the IVPQ index table. We integrated
our implementation of the ANN-Join algorithm into the word embedding database sys-
tem FREDDY as a user-defined function.

As a baseline, we use the exhaustive product quantization search as described in [JDS11],
which can easily be generalized to an ANN-Join operation. Basically, it makes no use of
inverted indexing and thus calculates approximated distance values between any query
vector in R and any target vector in T to determine the kNN results. To make the com-
parison fair, we implemented a batch-wise search algorithm as UDF, like it is done for the
adaptive search algorithm.

We guarantee repeatability by publishing the implementation in the Github repository of
FREDDY26. The machine we run the evaluation on is a Lenovo ThinkPad 480s with 24GB
main memory, an Intel i5-8250U CPU (1.6GHz), and a 512GB SSD. The computation runs
only on a single core in a PostgreSQL instance on a Ubuntu 18.04 Linux System.

4.6.2 Influence of Index Parameters on Precision and Execution Time

In Figure 4.17, the execution time and precision curves for different α values and increas-
ing pvf values are shown. All the kNN-Joins are executed on 5,000 query and 100,000
target vectors with k = 5. The post verification factors used for the computation are
10, 20, . . . , 100. The precision is determined by calculating the amount of nearest neigh-
bor results of a query vector which concur with the exact results relative to the number
of k. Since doing the exact calculation for all query vectors of a kNN-Join is very time-
consuming, we draw bootstrap samples of the query vectors of size 100 to derive an
estimation of the actual precision value by determining the precision of the results of the
samples. The measurements for every configuration are done 20 times and the median
run-time values and the mean precision values are determined. The value of α · k is
always lower than Thflex . Thus, the Long Codes Mode is used.

25https://nlp.stanford.edu/projects/glove/ (Access: 06/10/21)
26ANN-Join implementation: https://github.com/guenthermi/postgres-word2vec/blob/master/

freddy_extension/ivpq_search_in.c (Access: 06/10/21)
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(a) Google News (b) Twitter

Figure 4.17: Evaluation of Execution Time and Precision

As one can see, for most of the chosen values of pvf and α, the adaptive search with PQ
distance calculation has the shortest execution time and also outperforms the product
quantization baseline method in terms of run-time by achieving similar precision values.
Join operations with exact distance calculation have significantly longer execution times
than the other methods, however achieving the highest precision value. Nevertheless,
post verification might be the better choice in most cases since it achieves high precision
values while being much faster than the exact computation. For increasing values of pvf ,
the execution time, but also the precision generally increases. Regarding the α values,
one can also observe that higher values lead to higher precision values at the expense of
execution time.

The post verification method is significantly slower than the product quantization dis-
tance calculation method, even though pvf has a low value. This is the case since the use
of post verification requires calculating at least k exact distance values for each query vec-
tor. Furthermore, it needs to retrieve the raw vector data for every target vector, which
has to be considered for distance calculation. Moreover, it is necessary to hold these vec-
tors in memory until the distance computation starts. During the distance computation,
the vectors of the currently best candidates have to be stored together with the product
quantization sequences in a separate TopK list to apply the post verification step later.
For high values of pvf , on the one hand, the post verification step gets time-consuming,
while on the other hand, more updates of the TopK lists are required during the distance
calculation step.

4.6.3 Performance of Subroutines

We evaluate the performance of the search algorithm by measuring the execution time
of certain subroutines of the algorithm denoted by numbers 1 to 4 in Figure 4.13. This is
done for different cardinalities of query sets R and target sets T . The query and target
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Figure 4.18: Time Measurement for increasing sizes of query set R and target set T

vectors are sampled from the whole set of word embeddings of the Google News dataset.
The results of our measurements are shown in Figure 4.18 for different values of |R| and
|T |. For the measurements, we set α = 100 and pvf = 10. We use a fixed target set size
of 10, 000 while increasing |R| and a query set size of 10, 000 while increasing |T |. All
measurements are done five times and the average value is determined. The distance
computation time increases with the query set size as well as with the number of target
vectors. The query construction time only increases with an increasing query set size. If
the query set size is fixed, the query construction time slightly decreases with increasing
target set size because a higher number of partitions has to be determined for every query
vector in case the number of targets is very low. The main effort during the query con-
struction is the calculation of the coarse quantization for every query vector. Since this
process does not change with the number of target vectors, the execution time is rather
constant. The data retrieval time effort is nearly constant for an increasing number of
query vectors, while its execution time increases if the target vector set grows. The pre-
processing has to be done per query vector. Therefore only the query set size influences
its execution time.

4.6.4 Flexible Product Quantization

Flexible product quantization (Section 4.5.6) can adjust the product quantization distance
calculation to smaller or larger sets of vectors. The product quantization sequences in our
index structure for the Google News dataset consist of codes ci ∈ {0, . . . , 31} of length
30, which can be combined into shorter codes c′

i ∈ {0, . . . , 1023} with length 15. The
overall execution time of a kNN-Join with product quantization distance calculation is
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(a) Execution Times of Both Methods (b) Precomputation and Distance Computation

Figure 4.19: Evaluation of Short and Long Codes Calculation

(a) Estimated Size Values (b) Divergence (Absolute) (c) Confidence

Figure 4.20: Estimation of Target Set Size

shown for both methods in Figure 4.19a. Figure 4.19b shows the execution times for the
precomputation and the distance calculation step. We use query sets of size 5, 000. The
target set size |T | is shown on the x-axis. The value α is set to |T |

2·k . The measurements
are done 10 times with randomly sampled query and target vectors, and average values
are determined. For small target sizes with |T |≤ 20, 000, the computation via long codes
is faster. For larger target sets, the overhead of the distance calculation for long codes
becomes prevalent such that the calculation with short codes is faster.

4.6.5 Accuracy of the Target Size Estimation

The number of targets determined in the retrieval step of the algorithm before the dis-
tance calculation can be estimated. For this purpose, we leverage an approximation of
the hypergeometric distribution as described in Section 4.5.5. The estimated number of
targets derived from the index is µ, as defined in Equation (4.3). In Figure 4.20a, a scatter
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(a) Increasing Query Size (|T |= 10, 000) (b) Increasing Target Size (|R|= 10, 000)

Figure 4.21: Performance of Word2Bits kNN-Join Algorithms

plot of the estimated and actually derived number of targets is shown. For these mea-
surements, kNN-Joins with a single randomly sampled query vector are executed, and
the number of targets obtained in the first retrieval step is determined inside the user-
defined function. This is done for all α ∈ {1, . . . , 100}, k = 10, and target sets of size
|T |= 1, 000. For each α value, 10 queries are executed. The divergence of the estimation
is higher if the desired number of targets per query vector gets higher. This can be no-
ticed in the 4th-grade polynomial regression curve of the sample points in Figure 4.20b.
However, if the number of desired targets is near |T |, it is apparently decreasing.

To prevent the system from executing lots of database queries, one can adjust the con-
fidence value Pconf . It represents how likely it is that only one database request is suf-
ficient to derive the desired number of targets from the index. This is also evaluated
by single query kNN-Joins with α = 10 and the same search parameters as in the last
experiment. The number of queries where the condition is satisfied (only one request
is required) in relation to Pconf is shown in Figure 4.20c. For each confidence value
Pconf ∈ {0.05 · i|i = 1, . . . , 20}, 1, 000 queries are executed. As desired, the amount of
queries where the condition is fulfilled rises to 100% if the confidence value increases up
to 1. However, the actual confidence is higher than Pconf since the confidence can only be
increased step-wise by incrementing ω.

4.6.6 Performance of Word2Bits kNN-Join

We evaluate the performance of our implementation of kNN-Joins for word2bit vectors
via the Hamming distance calculation. Therefore, we compare the performance of this
calculation with a kNN-Join implementation using the exhaustive product quantization
search. Further, we investigated the run-time of the subroutines of this implementation.

Dataset: For our evaluation, we used a dataset27 of 400, 000 800-dimensional word2bit
vectors trained on Wikipedia. We already presented the data characteristics of this em-
bedding model in Section 3.2.

27https://drive.google.com/open?id=107guTTy93J-y7UCO2ZA2spxRIFpoqhjh (Access: 03/31/21)
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(a) Increasing Query Size (|T |= 10, 000) (b) Increasing Target Size (|R|= 10, 000)

Figure 4.22: Performance of Word2Bits kNN-Join Subroutines

Performance of Bit-wise Calculation: We evaluate the performance of our word2bits
specific kNN-Join algorithm with respect to increasing sizes of the target set |T | and the
query set |R|. We choose the base-wise product quantization kNN-Join implementation
as a baseline. This algorithm also serves as a baseline in the experiments described in
Section 4.6.2. The product quantization index created for this purpose consists of m = 40
quantization functions with |C|= 32 centroids. For each parameter setting, we execute
the kNN-Join algorithms 10 times and determine the mean run-time.

The results of this evaluation are shown in Figure 4.21. As one can see, the exact kNN-
Join algorithm based on the Hamming distance calculation outperforms the approxi-
mated algorithm based on the product quantization index in all situations investigated
here. Moreover, Figure 4.21a shows the absolute performance difference increases with
increasing query size. A similar effect is observed in Figure 4.21b for increasing target
sizes. However, in this scenario, the difference in the run-time measurements increases
only slightly. Accordingly, the relative difference between the run-time measurements is
much higher for small target sizes.

Performance of Subroutines: The word2bits kNN-Join algorithm retrieves all target
vectors as binary representations from the vector table in the database. Afterward, the
distance calculation is performed to obtain the k nearest neighbors. We evaluate the run-
time of the two subroutines while increasing the size of the query and the target set.
Therefore, we execute 10 kNN-Join queries for each data point depicted in Figure 4.22.
Figure 4.22a shows the mean run-time values for query sizes |R| between 100 and 1, 000,
where the target set contains 10, 000 vectors. In contrast, Figure 4.22b visualizes the mean
run-time values for target sizes |T | between 100 and 1, 000, where the query set encom-
passes 10, 000 vectors. As one can see, for large query sets R, the distance calculation
is the most comprehensive subroutine. However, if the query set is smaller, the vector
retrieval step also requires a significant amount of the total execution time. Other sub-
routines do not demand a significant amount of run-time in all the experiments demon-
strated here.
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4.7 SUMMARY

In this chapter, we presented our integration of word embedding operations into re-
lational database systems. This lead to the development of the PostgreSQL extension
FREDDY (Section 4.1). Thereby, various novel query types are enabled (see Section 3.4).
We implemented them as UDFs (see Section 4.1.3) to allows the user to combine them
with the functionality of SQL. This enables the user, for instance, to apply standard SQL
operations on records obtained by word embedding operations based on the semantic
similarity or relatedness of their attributes to certain text values. Moreover, the novel
operations are independent of a specific embedding model. Thus, they can utilize differ-
ent word embedding datasets which have been imported into the database. This enables
the user to switch between different notions of similarity. In addition, a Web application
(see Section 4.1.4) serves as a user-friendly interface for executing word embedding SQL
queries.

Since most of the word embedding operations can be executed via kNN-Joins (see Sec-
tion 4.1.3), we proposed in Section 4.5 an ANN-Join algorithm to increase the efficiency of
the operations. To achieve this, we surveyed related work on nearest neighbor search in
Section 4.2. Based on our analysis of the applicability of those techniques for ANN-Joins
of word vectors (see Section 4.3), we decided to build the design of our algorithm upon
state-of-the-art vector quantization techniques for approximated nearest neighbor search.
Our algorithm implements two novel optimizations: candidate number estimation (see
Section 4.5.5) and flexible product quantization (see Section 4.5.6). In contrast to related
work (see Section 4.4), our algorithm can efficiently execute kNN-Join tasks with a large
query set, as well as queries with a large target set. Therefore it is well-suited for the
different kinds of kNN-Join tasks performed during the execution of word embedding
operations. The results of our evaluation in Section 4.6 show the effectiveness of those
optimizations and the efficiency of the search algorithm in general. In addition, we pro-
pose an algorithm specifically for kNN-Joins on word2bits embeddings in Section 4.5.9
which also shows its effectiveness in the evaluation in Section 4.6.6.
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5
CONTEXT ADAPTATION FOR WORD

EMBEDDING OPTIMIZATION

In this chapter, we survey techniques for optimizing embedding representations of text
values by utilizing additional structured data. Based on this, we introduce a novel con-
text adaptation algorithm called RETRO to optimize embeddings of text values in database
systems by exploiting relations between text values in relational database systems, as
stated in Objective C in Section 3.3. To cope with the demands of a context adaptation
process in relational database systems, we design this algorithm to satisfy the require-
ments stated in Section 3.6. Our research on the relational retrofitting framework RETRO

has led to several publications [GTL19b, GTL20, GTNL20, GOTL20] on which this chap-
ter is based.

In the first Section 5.1, we discuss related work. In Section 5.2, we describe our relational
retrofitting approach RETRO. Afterward, we introduce the evaluation platform RETRO-
LIVE in Section 5.3. It follows a comprehensive evaluation of the proposed techniques
in Section 5.4. Finally, we summarize our contribution and findings presented in this
chapter in Section 5.5.

5.1 RELATED WORK

Several methods have been proposed to combine the abilities of word embedding mod-
els with the relational knowledge of a structured data source. Those methods can be
broadly categorized in joint embedding methods described in the following Section 5.1.1
and retrofitting approaches introduced in Section 5.1.2. Moreover, we discuss the applica-
bility of table embedding models for this purpose if the structured data source constitutes
a set of tables in Section 5.1.3. While joined embedding approaches design embedding
models to be trained directly on texts and relational data in a joint manner, retrofitting
approaches constitute post-processing methods, which adjust an already pre-trained em-
bedding model by exploiting relational data.
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(a) Joint Embedding Approach (b) RC-Net Algorithm

Figure 5.1: Joint Embedding Methods

5.1.1 Graph and Text Joint Embedding Methods

Joint embedding models consider relational information in the form of property graphs
and word co-occurrences obtained from text documents for training word embedding
models. Therefore, those models design an objective function that takes both aspects into
account. A wide range of different joint embedding models has been proposed [WZFC14,
XBB+14, YD14, ZZW+15, BAMK16]. Figure 5.1a shows the typical architecture of those
joint embedding algorithms. First, the models need to (1) identify links of tokens in the
text documents to nodes in the graph representing the relational knowledge. Those links
are used later in the embedding training to model the connection between the tokens
and the nodes. A simple way of linking is to check for syntactic equivalence. However,
this could lead to wrong and missing links since words could be ambiguous. Specifically,
named entities frequently have multiple names. Therefore, several alternative linking ap-
proaches have been developed. The authors of [WZFC14] propose to use links of named
entities provided by the data sources1, or employing an entity linking system to identify
links between the knowledge graph and the text documents. Alternatively, [ZZW+15]
proposes to link the words in additional entity descriptions to nodes in the knowledge
graph representing the entities. After the linking process, the training objective is de-
fined (2), which usually consists of a textual loss referring to properties of the text and
a structural loss referring to the connections in the knowledge graph. Multiple mod-
els [XBB+14, WZFC14, YD14, ZZW+15] use loss functions similar to the functions used
in the word2vec Skip-Gram or CBOW model as textual loss function and add a structural

1The authors used a text corpus of Wikipedia articles and exploit the fact that the labels of hyperlinks
often refer to entities in Freebase which correspond to the nodes in the knowledge graph.
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loss to treat embeddings nearby if they refer to objects related in the knowledge graph.
While some approaches [XBB+14, YD14] only manage one set of embeddings with links
assigned in step (1), other embedding models [WZFC14, ZZW+15] initialize two separate
sets of embeddings for tokens and nodes in the graph. For the links between both sets
of embeddings, an additional loss function models the alignment in those approaches.
Various structural loss functions have been proposed to model different relation types.
In [YD14, BAMK16], the authors define structural loss functions, which consider entities
either as related or not related. The approaches in [WZFC14, ZZW+15] support differ-
ent relation types. Therefore, a knowledge graph is modeled as a set of triples, and a
structural loss is used, which is similar to the loss of the graph embedding technique
TransE [BUGD+13]. Moreover, in [XBB+14] relational knowledge in the form of cate-
gorical and relational connections is supported. After the loss function is designed, the
training algorithm (3) is applied. Usually, a variant of the stochastic gradient descent
algorithm is used to train a neural network similar to the training of learned embed-
ding models (see Section 2.2.2). To generate training data, different methods are possible.
Some joint learning approaches like RC-Net [XBB+14] generate training data by process-
ing the text documents. Thereby, the structural loss is calculated for nodes liked to tokens
which are traversed. In this way, the structural loss acts as a regularization function for
the neural network model. Alternatively, approaches like pTransE [WZFC14] simulta-
neously generate training samples from the knowledge graph to optimize the structural
loss and word sequences from the text to optimize the textual loss.

Recently, several approaches [PNL+19, ZHL+19] have been proposed to integrate rela-
tional knowledge into the training process of contextualized word embedding models.
Those models are designed for training on a text corpus with entity mentions linked to
entities in a knowledge base. Therefore, the proposed methods train knowledge graph
embeddings for the entities, e.g., in [ZHL+19], the authors use TransE for this purpose.
Those static embeddings are used as additional inputs for a BERT model, which is ex-
tended by layers to integrate them with the embeddings of aligned tokens. For training
the model, in [ZHL+19], a new pre-training objective was designed. Here, the alignment
of entities to their corresponding tokens is masked and should be predicted by the model.

In the following, we describe the joint learning method RC-Net [XBB+14] in detail since
it is, in contrast to the other models, expressive enough to model the different types of
relations occurring in a relational database system (see Requirement C2 in Section 3.6).

RC-Net The model proposed by [XBB+14] considers data in the form of a text corpus
and a knowledge graph with relational and categorical connections. For RC-Net, no spe-
cific method is proposed to link entities from the knowledge base to tokens in the text
corpus. In the evaluation in [XBB+14], the authors derive the linking from syntactic
equivalences between the labels in the knowledge base and the words in the training
corpus. The objective function constitutes a joint loss with three parts: a Skip-Gram loss,
a relational loss, and a categorical loss. Figure 5.1b visualizes the objective function.

Relational loss: The relational loss is inspired by TransE [BUGD+13], which models re-
lations by translation operations of embedding representations. Thereby, a relation is
defined by a triple (h, r, t) ∈ S of two tokens h, t ∈ V and a relation r ∈ R which is
obtained from the knowledge resource. The tokens h and t correspond to the word em-
beddings vh and vt, and the relation r is assigned to a relation embedding vr. If the
relation (h, r, t) holds, the distance d(vh + vr, vt) should be small. During the training of
the model, d(vh+vr, vt) should be minimized if (h, r, t) is a valid relation and maximized
if (h, r, t) is invalid. Therefore, the authors define the relational loss function Er:

Er =
∑

(h,r,t)
∈S

∑

(h′,r,t′)
∈S′

(h,r,t)

[γ + d(vh + vr, vt)− d(vh′ + vr, vt′)]+ (5.1)
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Here, S′
(h,r,t) denotes a set of corrupted triples:

S′
(h,r,t) = {{(h′, r, t)|h′ ∈ V } ∪ {(h, r, t′)|t′ ∈ V }} \ S (5.2)

In Equation (5.1), γ > 0 is a hyperparameter, d(x, y) denotes the Euclidean distance, and
[x]+ = max(x, 0) the positive part of x. A naïve way to optimize Er is to maximize the
norm of the embedding representations. To prevent this, a soft-norm constraint is ap-
plied on the relational embeddings that forces each dimension ri of an embedding vr to
be within the range (−1, 1). To efficiently calculate the loss, only a sample of triples is
drawn from S′

Categorical loss: The categorical loss function treats the embeddings of text values which
are part of the same group to be similar. To do this, the authors propose to define for each
pair of tokens (wi, wj) a similarity score s(wi, wj) that is non-zero if both tokens belong
to at least one common category. The score s(wi, wj) is higher if the two tokens belong to
small categories with only a few instances and lower if the terms only belong to a broad
category. The scores should be defined in a way that all similarity scores of a token wi

sum up 1:

∀wi ∈ V :
∑

wj∈V

s(wi, wj) = 1 (5.3)

The categorical loss Ec itself is defined by the following equation:
∑

wi∈V

∑

wj∈V

s(wi, wj)d(vi, vj) (5.4)

Joint Loss: The joint loss function combines Er, Ec, and the Skip-Gram loss function L,
which should be maximized into a single loss function:

J = αEr + βEc − L (5.5)

Thereby, the hyperparameters α and β constitute weights for the relational and the cate-
gorical loss.

Training Algorithm: The training of the embedding model resembles the training of the
Skip-Gram model. Thus, the training is done by processing word context pairs by a
neural network (see Section 2.2.2). The additional loss functions Er and Ec serve as regu-
larization functions. For optimizing the ANN model, a stochastic gradient descent algo-
rithm is used.

Applicability for Context Adaptation In Section 3.6, we defined several requirements
for a method for a context adaptation approach to optimize the embedding represen-
tations of text values in database systems. Requirement C1 stated that the adaptation
should be holistic in the sense that it can capture the knowledge from structural and tex-
tual knowledge resources. Joint learning models are effective approaches to construct
embedding models with these capabilities.

Several different kinds of relations between text values can be extracted from a relational
database system. Requirement C2 expects from an adaptation algorithm enough expres-
siveness to model those relations. Most of the relations of text values in DBMSs can
effectively be modeled by categorical and relational connections. So principally, RC-Net
provides the desired expressiveness. However, RC-Net only allows generating one em-
bedding for multiple syntactical equivalent text values. In a database, the same text value
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might occur in several tables and carry different semantic properties. Moreover, a text
value in a database system is not equivalent to a token in a text. RC-Net can not handle
such cases.

Another important feature for the desired optimization algorithm is updatability (Re-
quirement C3). Joint models require to process text during training. After the training
process, they can not react to changes in the structural knowledge resource and update
the embedding representations accordingly. Thus online updates (Requirement C3) are
not possible. According to Requirement C4, the context adaptation should be integrated
into a database system. This is not the case for any of the joint learning algorithms.

5.1.2 Retrofitting Approaches

Retrofitting approaches expect an already existing set of embedding representations which
they adjust by incorporating additional structured knowledge in a post-processing man-
ner.

Original Retrofitting The original retrofitting model [FDJ+15] proposed by Faruqui et
al. takes word embeddings in a matrix W 0 and a graph G = (Q, EF ) representing a
lexicon as input [FDJ+15]. The retrofitting problem is formulated as a dual objective
optimization function: The embeddings of the matrix W are adapted by placing similar
terms connected in the graph G closely together while at the same time the neighborhood
of the terms from the original matrix W 0 should be preserved. Here, Q = {q1, . . . , qn} is
a set of nodes where each node qi corresponds to a word vector vi ∈ W 0 and EF ⊂
{(i, j)|i, j ∈ {1, . . . , n}} is a set of edges. The graph is undirected, thus (i, j) ∈ EF ⇔
(j, i) ∈ EF . The authors specified the retrofitting problem as a minimization problem of
the following loss function:

ΨFaruqui(W ) =
n∑

i=1

[
αi||vi − v′

i||2+
∑

j:(i,j)∈EF

βi||vi − vj ||2
]

(5.6)

The constants αi and βi are hyperparameters. ΨFaruqui(W ) is convex for positive values of
αi and βi. Thus, the optimization problem can be solved by an algorithm, which iterates
over every node in Q and updates the respective vector in W according to Equation (5.7).
The update function for any vector vi is obtained from the root of the partial derivative
∂ΨFaruqui(W )

∂vi
.

vi =

αiv
′

i +
∑

j:(i,j)∈EF

(βi + βj)vj

αi +
∑

j:(i,j)∈EF

(βi + βj)
(5.7)

However, Faruqui et al. decided to use this simplified update function:

vi =

αiv
′

i +
∑

j:(i,j)∈EF

βivj

αi +
∑

j:(i,j)∈EF

βi
(5.8)

While there is no justification in the paper, the update function in Equation (5.8) gets
along with some advantages. The update function in Equation (5.7) can shift embed-
dings strongly to prevent an adaptation of its neighboring nodes. This leads to a higher
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loss in the summand of this single vector but lowers the value of the global loss function.
This might not be advantageous since the result of a classification task might depend on
a few embeddings and not on the whole embedding corpus. Moreover, Equation (5.8)
is slightly faster to compute. In contrast to Equation (5.7), using the update function of
Equation (5.8), the algorithm does not converge to a global minimum. Further, using this
equation, the results of the retrofitting depend on the order in which the vectors are up-
dated as already observed by [SC16]. The calculation using updates as in Equation (5.8)
does not solve the optimization problem in Equation (5.6), however, can be considered as
a formulation of a recursively defined series. For every vi ∈ W , the series converges to a
specific vector which is the desired output of the retrofitting process.

Retrofitting Adaptations Several papers proposing different adaptations of the model
proposed by Faruqui et al. [FDJ+15] for specific tasks and data sources: In [KHC15],
the authors propose a model to specialize a word embedding model to either capture
similarity or relatedness. [MST+16] investigates retrofitting methods that disambiguate
between similar and dissimilar relations. Functional relations of property graphs can
be retrofitted as proposed by [LMP18]. While Faruqui et al. update the vectors one by
one, we used a matrix formulation that updates whole vectors at once. A similar matrix
update for retrofitting was first proposed by [SC16].

Applicability for Context Adaptation Like the joint learning methods retrofitting ap-
proaches also capture the knowledge from structural and textual knowledge resources
and thus fulfill Requirement C1 of Section 3.6. In general, an adaptation via retrofitting
is faster and requires lower resource consumption than the training of a new embed-
ding model as done by the joint embedding approaches. According to the experiments
in [FDJ+15], retrofitting can improve word embeddings according to intrinsic tasks bet-
ter than the joined learning approach proposed by [YD14], which also favors a post-
processing approach.

As far as we know, there is no retrofitting approach that is expressive enough to capture
all the different relation types which exist between text values in database systems. Thus,
Requirement C2 is not satisfied.

Requirement C3 demands an online updatable version of the retrofitting algorithm. Sim-
ple retrofitting approaches like the original approach are very fast and allow retrofitting
of hundreds of thousands of vectors in only a few seconds on ordinary consumer hard-
ware (see Section 5.4.5). However, the run-time of the algorithm increases linearly with
the size of the dataset, and in the case of frequent updates, a few seconds are still unac-
ceptable. Unfortunately, existing approaches do not allow online updates.

The integration of retrofitting algorithms into relational database systems has not been a
subject of research. Therefore, Requirement C4 is not satisfied.

5.1.3 Table Embedding Models

Besides using models to incorporate relational information in the form of a graph into
embedding representations, it is also possible to directly train embedding models on tab-
ular data. Multiple static [GRE+17, ZZB19] and contextualized word embedding mod-
els [DSL+20, YNYR20] have been proposed for this purpose. In Chapter 7, we give a
detailed overview of those methods and their applications. Several of these techniques
like TABERT [YNYR20] allow joint training on a text corpus and a corpus of tables. In
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Figure 5.2: Relational Retrofitting: base embeddings W 0 and relation T , retrofitted em-
bedding W and augmented relation T+

this way, those techniques combine knowledge from (semi-) structured and unstructured
textual information. However, those techniques aim at training an embedding model by
using large corpora of tables, e.g., in the evaluation in [YNYR20], the authors used 26
million tables for training TABERT. In contrast, our goal is an adaptation of embedding
representations of text values to the local domain-specific database, which usually con-
tains a comparable small set of tables. Thus, it is not clear how those techniques perform
on such comparable small sets of tables. Moreover, most of the limitations mentioned for
the joint learning methods in Section 5.1.1 also apply to table embedding models. Never-
theless, one can execute post-processing techniques like RETRO on embedding represen-
tations generated by table embedding models for the text values in the database. In this
way it is potentially possible to further improve embedding representations generated
by table embedding models.

5.2 RELATIONAL RETROFITTING APPROACH

Based on our review of context adaptation methods above in Section 5.1, we decided
to use a retrofitting method to optimize embedding representations of text values in
database systems. However, since previously developed retrofitting approaches do not
satisfy all the requirements for an application on relational database systems stated in
Section 3.6, we design a novel retrofitting framework called RETRO2 [GTL20] for this pur-
pose. We build upon the idea of the original retrofitting approach proposed by [FDJ+15]
and our proposed optimization model can be viewed as a generalization of this approach.

Figure 5.2a depicts the application of RETRO on a database system. Therefore, it uti-
lizes the information given by the disposition of the text values in the database schema,
e.g., which values appear in the same column or are related, to improve the embedding
representation. RETRO is able to automatically derive high-quality numerical represen-
tations of textual data residing in databases without any manual effort. Specifically, the
framework pursues the following three opportunities for optimizing embedding repre-
sentations of text values in the database:
1) It combines word embedding knowledge with relational information by moving vec-
tors in the direction of text value vectors that are related or appear in the same column.
In the example, the embedding for “Valerian” will be close to other movie titles and close
to its director “Luc Besson”. In this way, it is more similar to movies of French directors,

2https://github.com/guenthermi/postgres-retrofit (Access: 08/26/21)
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Figure 5.3: Overview of the RETRO Framework

which might be beneficial for information retrieval and ML tasks.
2) Performing those adaptations, RETRO generates unique representations for every dis-
tinct text value in the database. Thereby, ML models are qualified to distinguish the
national soccer team “Brazil” from the sci-fi movie with the same name.
3) It integrates the semantic of related text values into the text value embeddings. In
this way, ML models can recover information about properties of related text values not
prevalent in the embedding itself. For instance, from a movie description column in the
database, it could be derived that “Valerian” is based on a comic which is then also rep-
resented in the movie title embedding. This information would not be available if word
embedding and relational information are considered separately.

Overview of the RETRO Framework Figure 5.3 gives an overview of the RETRO frame-
work. It starts with analyzing the schema of the relational database system. Specifically, it
identifies columns with text values and relations between those columns. Two columns
are considered related if they are either part of the same table or foreign key relations
connect the tables of the columns. Then, for each text column, its values and their re-
lations to text values in related columns are extracted. This process is described in Sec-
tion 5.2.1. Afterward, an optimization problem described in Section 5.2.2 is solved by the
relational retrofitting algorithm (see Section 5.2.3), and the resulting vectors are stored in
the database. To generate embedding representations of text values added later to the
database, we propose an algorithm for online updates in Section 5.2.4.

Applications Retrofitted embeddings of text values in database systems can be utilized
in various applications. Supervised machine learning models constitute one field of ap-
plications. Since it is relatively easy to evaluate such ML models with respect to the
embedding model used to encode the input, we use them to determine the effectiveness
of our retrofitting approach. To allow the ML models to take the relations of text values
in the database into account, we provide them either directly with a graph of text value
relations or in the form of additional node embeddings trained on the graph as shown
in Figure 5.2b. On the one hand, we implemented simple feed-forward neural networks
for various tasks. On the other hand, we developed a graph-neural network model for
missing value imputation, which operates on the embedding representations of text val-
ues in the database. Section 5.4.3 provides more details about the implementation of the
models.
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5.2.1 Data Preparation

RETRO learns a matrix of vector representations W = (v1, . . . vn) with vi ∈ R
D for every

text value T = (t1, . . . tn) in a cell of a database. Multiple syntactically equivalent text
values in a column obtain one common embedding, however, syntactically equivalent
text values occurring in different columns are assigned to separate embedding represen-
tations. The matrix W is initialized with embedding representations obtained by using
a pre-trained embedding model. In addition, relations are extracted and compiled into a
graph G.

Embedding Vector Initialization

The optimal method for the initialization of the embedding vectors depends on the em-
bedding models. We apply RETRO to embeddings generated with static word embedding
models like Word2Vec and GloVe and embeddings of a BERT-based model, which is fine-
tuned to produce static embedding representations.

Static Word Embedding Models: To find initial embedding vectors for every text value,
we tokenize the text values based on the vocabulary of the word embedding model
and average those vectors to obtain representations for complete database text values.
This procedure [ALM17], described in Section 2.2.5, is convenient to represent short
phrases [AMCG15, ZWX15]. Since large word embedding datasets like the Google News
word2vec dataset (W2V-GN in Table 3.1) contain mainly multi-words and phrases, it is
not trivial to find the optimal tokenization. To take into account multi-word tokens, we
propose the following tokenization approach: First, a lookup trie (prefix tree) is created
for the dictionary of the given word embedding dataset, where every node represents
a token. By considering the lookup trie the longest possible sequences of nodes are ex-
tracted, e.g., “bank account” instead of “bank”, resulting in a bag of tokens for each text
value. Text values consisting only of unknown tokens initially get assigned a null vec-
tor. However, since RETRO is also considering the relations to other text values, these
values get assigned a meaningful representation in the learning phase. Finally, a ma-
trix W 0 = (v′

1, . . . v′

n) stores all embedding representations, forming the basis for the
retrofitting process.

Contextualized Word Embedding Models: One can also use a BERT-based model such
as SentenceBert [RG19] to directly obtain a set of embeddings for text values. Sentence-
Bert produces static embeddings for phrases to solve NLP tasks very efficiently by calcu-
lating cosine similarity values. We use this method to get initial embeddings for W 0.

Extracting Data from the Database

To capture the semantic relations between text values, we extract columnar and relational
connections from the relational schema. Those connections are used by RETRO to create
a representation capturing the context of the text value in the database and thus help to
preserve their semantic more accurately compared to a plain word embedding represen-
tation.
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Columnar Connections: Text values appearing in the same column usually form hy-
ponyms of a common hypernym (similar to subclass-superclass relations). Thus, they
share a lot of common properties, which typically lead to similarity. We capture this
information and assign each text value ti to its column C(i).

Relational Connections: Relations exhibit from the co-occurrence of text values in the
same row and from foreign key relations. Those relations are important to characterize
the semantic of text value in the database. We define a set of relation types R for each
specific pair of related text value columns. Those columns are related because they are
either part of the same table or there exists a foreign key relationship between their tables.
For every relation type r ∈ R, there is a set Er containing the tuples of related text value
ids. Relation types are directed.

Graph Generation: Columnar and relational connections can also be compiled in a
graph G = (V, E). The node-set V = VC ∪ VT consists of nodes VT for every distinct
text value in a database column and blank nodes for every column VC . The edge set
E =

⋃
r∈R Er ∪ EC consists of a set of edges Er for every relational type and edges EC

connecting text values of one column to a common column node.

5.2.2 Relational Retrofitting Problem

RETRO considers relational and columnar connections (see Section 5.2.1) to retrofit an
initial embedding. Accordingly, we define a loss function Ψ adapting embeddings to be
similar to their original word embedding representation W 0, the embeddings appearing
in the same column (columnar loss ΨC), and related embeddings (relational loss ΨR).

Ψ(W ) =
n∑

i=1

[
αi||vi − v′

i||2+βiΨC(vi) + ΨR(vi, W )
]

(5.9)

The columnar loss is defined by ΨC and treats every embedding vi to be similar to the
constant centroid ci of the original embeddings of text values in the same column C(i).

ΨC(vi) = ||vi − ci||2 ci =

∑
j∈C(i)

v′

j

|C(i)| (5.10)

The relational loss ΨR treats embeddings vi and vj to be similar if there exists a relation
between them and dissimilar otherwise. Er is the set of tuples where a relation r exists.
Ẽr is the set of all tuples (i, j) Ó∈ Er where i and j are part of relation r. Thus, each of both
indices has to occur at least in one tuple of Er.

ΨR(vi, W ) =
∑

r∈R

[ ∑

j:(i,j)
∈Er

γr
i ||vi − vj ||2−

∑

k:(i,k)

∈Ẽr

δr
i ||vi − vk||2

]
(5.11)

α, β, γ, and δ are hyperparameters. Ψ should be a convex function. We proved in Ap-
pendix A that convexity is assured if the hyperparameters fulfill the following inequali-
ties:

∀r ∈ R, i ∈ {1, . . . , n} (αi ≥ 0, βi ≥ 0, γr
i ≥ 0) (5.12)

∀vi ∈ W (4αi −
∑

r∈R

∑

j:(i,j)∈Ẽr

δr
i ≥ 0)
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In practice, however, other parameter configurations that do not comply might work as
well. Given the property of convexity, an iterative algorithm can be used to minimize Ψ.
This algorithm iteratively executes for all vi ∈ V the following equation, which is derived
from the root of the partial derivative ∂Ψ(W )

∂vi
.

vi =

αiv
′

i + βici +
∑

r∈R

[ ∑
j:(i,j)
∈Er

(γr
i + γ r̄

j )vj − ∑
k:(i,k)

∈Ẽr

(δr
i + δr̄

k)vk

]

αi + βi +
∑

r∈R

[ ∑
j:(i,j)
∈Er

(γr
i + γ r̄

j )− ∑
k:(i,k)

∈Ẽr

(δr
i + δr̄

k)
] (5.13)

5.2.3 Relational Retrofitting Algorithm

The retrofitting algorithm can be expressed as a set of matrix operations that can be solved
efficiently. We update all vectors at once using a recursive matrix equation in a similar
way as this was done in the retrofitting variant of [SC16]. Ψ(W ) can be minimized by
iteratively calculating W k starting with the base vectors W 0:

WR =
∑

r∈R

[
((γr

ij) + (γ
r̄
ij)

T )− ((δr
ij) + (δ

r̄
ij)

T )
]
W k

W ′ = αW 0 + βc+WR

D = diag
(
α+ β +

∑

r∈R

[ ∑

j:(i,j)
∈Er

(γr
i + γ r̄

j )−
∑

k:(i,k)

∈Ẽr

(δr
i + δr̄

k)
])

W k+1 = D−1W ′

c = (c1, . . . , cn) α = (α1, . . . , αn) β = (β1, . . . , βn) (5.14)

The matrices (γr
ij) and (δr

ij) are derived from γi and δi as defined in Section 5.2.3. Usually,
a low number of iterations is sufficient. For our experiments, we set it to a fixed number
of 10.

Parameter Configuration To configure the hyperparameters, we define four global pa-
rameters α, β, γ, and δ, from which we derive the setting of all other parameters. All αi

values are equivalent to the global value α. The other parameters are set to values that
depend on the dataset. Every embedding vi has one columnar connection and |Ri| rela-
tional connections. Accordingly, we set the βi values by taking into account the number
of relationship types |Ri|+1 (including the columnar relationship) for weighting the in-
fluence of the columnar information. Respectively, the values γi are weighted by |Ri|+1
and the relation-group-specific outdegree values odr(i):

βi =
β

|Ri|+1
γr

ij =

{
γr

i = γ/(odr(i) · (|Ri|+1)) (i, j) ∈ Er

0 otherwise

odr(i) = |{j : (i, j) ∈ Er}| (5.15)
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(a) Influence of α = 1, 2, 3 (b) Influence of β = 1, 2, 3

(c) Influence of γ = 1, 2, 3 (d) Influence of δ = 0, 1, 2

Figure 5.4: Examples for Different Hyperparameter Settings

To fulfill condition (5.12), we set the δ values dependent on the maximal number of rela-
tion types mr and the maximal number of relations mc of any node in r.

δr
ij =





δr
i =

δ
mc(r)mr(r) (i, j) ∈ Ẽr

0 otherwise

mr(r) =max({|Ri|+1|(i, j) ∈ Er ∪ Er̄})
mc(r) =max(|{i : (i, j) ∈ Er}|, |{j : (i, j) ∈ Er}|) (5.16)

Example. The influence of the hyperparameters is visualized in Figure 5.4: We retrofit
2-dimensional embeddings for a small example dataset containing three movies and the
country where those movies have been produced. The base embedding model is obtained
by projecting the popular Google News word2vec dataset (W2V-GN in Table 3.1) with
PCA on two dimensions. There are two columns (movie and country) and one relation
group (see Section 5.2.1). “Amélie” was produced in “France”, the other movies in the
“USA”. We set the hyperparameters α, β, γ, and δ to different values and performed the
relational retrofitting.

As shown in Figure 5.4a, the learned embeddings stay closer to their original embeddings
when the α values increase. Higher values of β make it easier to cluster the columns from
each other, e.g., reduce the distances between the movie vectors of “Inception” (red),
“Godfather” (green), and “Amélie” (blue). The γ value controls the influence of rela-
tional connections. This brings the representations of text values that share a relation
closer together. The δ factor causes vectors with different relations to separate and thus
prevent concentrated hubs of vectors with different semantic. One can see in Figure 5.4d
how δ = 0 causes all vectors to concentrate around the origin of the coordinate system.
If δ is set to a high value like δ = α = 2, the algorithm places the vectors far from the
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Figure 5.5: Online Retrofitting Process

origin of the coordinate system. However, related text values still get assigned to similar
representations. In the example, the retrofitting algorithm is still converging for this con-
figuration. However, for higher values of δ, some vectors will drift away more and more
with every iteration.

Performance Optimization The maximal number of relations in Er is defined by |Cs|·|Ct|,
where |Cs| and |Ct| refer to the cardinalities of the columns involved in r. However, in
practice, most relations are much smaller, hence |Ẽr|>> |Er|. To optimize the extensive
calculation of ((δr

ij) + (δ
r̄
ij)

T )W k in (5.14), we utilize the following condition:

(((δr
ij) + (δ

r̄
ij)

T )W k)i,∗ = 2
(
δ̂rW k − δ̂r

i

∑

j:(i,j)∈Er

vj

)

δ̂r = (δ̂r
1, . . . , δ̂r

n) δ̂r
i =





1
mc(r)·mr(r) ∃k : (i, k) ∈ Er

0 otherwise
(5.17)

By calculating the vector δ̂rW k once and subtracting the centroid of the small number
of related embeddings of every embedding vi, we can speed up the calculation for most
cases.

5.2.4 Online-RETRO

When inserts and updates are performed frequently on a database, re-running RETRO
would be too costly. Therefore, we developed an online update method to perform rela-
tional retrofitting only on a given set of text values, which can be hundred times faster
than a complete re-run. Its implementation is integrated as a user-defined function into
our PostgreSQL extension FREDDY.

An overview of the online retrofitting process is given in Figure 5.5. Before running
the online retrofitting algorithm, it is necessary to execute the relational retrofitting al-
gorithm (1) at least one time. Then, (2) initializes the database for the online retrofitting
algorithm. Thereby, tables are created in the database, which contain information about
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the connections between the text values, which have been extracted by the RETRO frame-
work before. Moreover, aggregated values which are necessary for the online retrofitting
algorithm are pre-computed. This involves mc(r) and mr(r) from Equation (5.16), a cen-
troid for each column in the database to efficiently determine c (see Equation (5.14) and
Equation (5.10)), and aggregates of word embeddings to perform a fast calculation of
Equation (5.17).

To execute an online update, the database client needs to provide a delta file (3) with
information about the changes to the database. This file contains a list of text values
for which new embeddings should be calculated and their relations to other text values.
For each of those text values and relations, an additional property should specify if it is
added to the database since the last (online) retrofitting step. This information is neces-
sary to update the information about text value connections in the first step of the online
retrofitting algorithm (4). After that, the text values specified in the delta file are tok-
enized, and their base embeddings are calculated by using the word embedding model
stored in the database. Then, those vectors are adjusted to the structured data in the
database by the core online retrofitting algorithm. This algorithm works similarly to the
retrofitting algorithm in RETRO. It consecutively adjusts the embedding vectors of the
text values specified in the delta file, however, does not update all the other embedding
vectors. Therefore, it uses the information about text value connections and the aggre-
gated values from the database. Afterward, the aggregates of columns of text values in
the delta file and the table with the retrofitted embedding representations are updated.

5.3 EVALUATION PLATFORM: RETRO LIVE

For studying the impact of the relational retrofitting process, we developed a Web-based
evaluation tool RETROLIVE. The application has been presented at EDBT 2020, and a
description of the evaluation platform has been published in [GTNL20].

5.3.1 Functionality

The tool guides the user through the whole retrofitting process. We integrated sev-
eral database schemas and target word embedding datasets the users can choose from
into the platform. RETROLIVE allows exploring their data statistics and characteristics.
Moreover, it enables the user to set and fine-tune the various hyperparameters of the
retrofitting learning problem. The impact of the hyperparameter values, the input data
characteristic, and target embeddings can be studied in detail using either visualizations
like 2-dimensional projections or by using word similarity and analogy benchmarks. To
demonstrate the usefulness of the embeddings generated by the relational retrofitting ap-
proach, RETROLIVE comes with the implementation of several pre-defined classification
and regression tasks for extrinsic evaluation. Furthermore, the users can define their own
machine learning tasks. Finally, the platform also provides embedding representations
generated with approaches such as the node embedding technique DeepWalk [PARS14]
and the original retrofitting method [FDJ+15] from Faruqui et al. The user can use those
as baseline embedding representations and apply them in the machine learning tasks via
the RETROLIVE tool.
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Figure 5.6: User Interface of RETROLIVE

5.3.2 Interface

Users access RETROLIVE through an interactive Web interface shown in Figure 5.6, where
they can configure and explore the whole relational retrofitting process. There are six
main views:

Config and Retrofit Those views allow to select the database (three are pre-defined)
and the target word embedding model and configure the retrofitting process by setting
the hyperparameters ( A ). For example, the users can specify lists of specific relations
and columns for retrofitting to ignore in the config view. This is especially important
if the retrofitting is executed on the same data used for the ML task, e.g., predicting
the genres of movies expressed in the database by foreign key relations. Further, the
relational retrofitting process can be triggered and monitored ( B ).

Results In this view, the user can inspect the extracted relational information (see Sec-
tion 5.2.1) from the input schema in the form of graph ( C ). Additionally, the embedding
statistics for each text column are presented ( D ).

Analysis In the analysis view, the users can inspect the characteristic of the retrofitted
embeddings and compare them with the base embedding representations (plain). An in-
teractive histogram ( E ) shows the distribution of the cosine similarity between the plain
word vectors and the retrofitted vectors, i.e., to which degree certain vectors have been
changed during the retrofitting process. The user can click on the individual bins to see
additional information, e.g., in how many relations certain terms have been involved, in
how many different columns a term appears, and a complete list of embeddings in the
selected bin. For instance, one can observe that the average number of relations of a term
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decreases with increasing similarity to the base embedding. Moreover, a 2-dimensional
projection (PCA) shows the user-selected plain and retrofitted vectors ( F ). In the context
of the TMDB example database3, it can be seen that the vectors for movies and directors
are arbitrarily distributed in the word embedding (red). However, after applying rela-
tional retrofitting, the movie and director vectors (blue) are clustered.

ML Tasks To show the benefits of relation retrofitting, the users can run different ML
tasks (Section 5.4.4). The users select the embedding model (retrofitted, node, plain,
etc.) they want to use for the given task. Training and testing data is retrieved from
the database by using pre-defined SQL queries which can be also modified by the user.
Diagrams visualize the results ( G ).

Evaluation We include 14 intrinsic evaluation tasks into RETROLIVE to test word simi-
larity, e.g., SimLex999 [HRK15] MEN [BBBT12], or analogies, e.g., Google Analogy [MCCD13]
( H ). Here, the users can investigate whether original retrofitting and relational retrofitting
affect the intrinsic task performance of the embedding representations.

5.4 EVALUATION

For the evaluation, we apply RETRO and the original retrofitting method on two pop-
ular datasets (see Section 5.4.1). For the base of the retrofitting, we employ different
pre-trained word embedding models. The details of the training are discussed in Sec-
tion 5.4.2. To evaluate the effect of the relational retrofitting on the performance of the
embeddings in machine learning tasks, we implement several machine learning models
described in Section 5.4.3. Afterward, we apply those models to various tasks on the
two datasets, analyze the results, and compare them to the results of baseline approaches
in Section 5.4.4. In addition, we evaluate the run-time of the relational retrofitting algo-
rithm in Section 5.4.5 and the online retrofitting algorithm in Section 5.4.6. An intrinsic
evaluation of the effect of the retrofitting algorithm is later presented in Section 6.4.2.

5.4.1 Datasets

We choose two popular real-world datasets: The Movie Database (TMDB)4 and the Google
Play Store Apps (GPSA) dataset5. The TMDB dataset consists of three CSV files for
movies, credits, and user ratings where n:m relations, e.g., movies-genre, are encoded by
JSON-like objects in the cells of the values. GPSA contains two tables for apps and their
reviews. Both datasets are imported into a PostgreSQL database system. For TMDB, a
database with 15 tables and 493, 751 unique text values in total is constructed. The GPSA
database contains only 7 tables with 27, 571 text values. In the case of GPSA, we removed
duplicates and apps without reviews.

3see Section 5.4.1 for more information on this database
4https://www.kaggle.com/rounakbanik/the-movies-dataset (Access: 08/26/21)
5https://www.kaggle.com/lava18/google-play-store-apps/ (Access: 08/26/21)
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5.4.2 Training of Embeddings

We built RETRO on top of PostgreSQL. Given an initial configuration including the con-
nection information for a database and the hyperparameter configuration, RETRO fully
automatically learns the retrofitted embeddings and adds them to the given database. We
trained relational embeddings for both databases, TMDB and GPSA, with a fixed num-
ber of 10 optimization iterations. For the binary classification and an imputation task,
we used a grid search to identify good hyperparameter configurations for the relational
retrofitting (RR) described in detail in Section 5.4.4. For the other ML tasks, we chose a
configuration of α = 1, β = 0, γ = 3, δ = 3. We also trained word embeddings with the
basic retrofitting approach of Faruqui et al., denoted as MF. Here, we use 20 iterations
and the standard parameter configuration of αi = 1 and the reciprocal of the outdegree
of i for βi. We used two initial embeddings: The first one is obtained from the popular
300-dimensional Google News embeddings6 (W2V) and the tokenization process from
Section 5.2.1. The second one (SBert) is generated by the SentenceBert model bert-large-
nli-mean-tokens7 which is fine-tuned for the natural language inference (NLI) task. Node
embeddings (DW) are trained with DeepWalk with its standard parameters and a repre-
sentation size of 300.

5.4.3 Machine Learning Models

The embeddings provided by RETRO can be used as input for ML models to solve specific
tasks. Here, we distinguish two cases: models that only use the RETRO embeddings and
models that additionally incorporate the graph representation of the relations either by
incorporating node embeddings or by using graph convolutional neural network layers
that can directly operate on the graph whose nodes we annotate with the embeddings
generated by RETRO. While RETRO already uses relational information implicitly, we
argue that ML models can still profit from their explicit encoding.

Node Embeddings

Node embedding techniques, which we described in Section 2.2.6, are frequently used
to create vector representations for nodes in graphs to apply ML models to them. Most
of these embedding techniques try to capture certain properties of the neighborhood of
nodes in spatial relations of the node vectors. In this work, we use the node embed-
ding technique DeepWalk [PARS14] that has already been applied successfully for data
integration tasks [IU18]. Given the graph representation of the database text values (see
Section 5.2.1), node embedding techniques can be directly applied without any additional
effort. For our work, we use the embeddings generated by DeepWalk in two ways: first,
as a strong baseline in our evaluation (see Section 5.4.4). Second, we follow the notion of
[GAS16] that showed that combining word embeddings with node embeddings by sim-
ple vector combination methods improves their performance in intrinsic word similarity
tasks. Specifically, the authors showed that a combination of word embeddings and node
embeddings captures the human notion of similarity more accurately than word embed-
dings themselves. During testing several combination methods, we decided to use the
concatenations of both embeddings since those show good improvements across differ-
ent ML tasks.

6https://code.google.com/archive/p/word2vec/ (Access: 08/26/21), W2V-GN in Table 3.1 in Section 3.2
7https://github.com/UKPLab/sentence-transformers (Access: 08/26/21)
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Artificial Neural Networks

Artificial neural networks provide general-purpose solutions for ML models operating
on textual and relational data. In this work, we provide models applicable to common
classification tasks used on database systems which are: binary classification, multi-class
classification, e.g., missing value imputation, and link prediction. For the binary classifica-
tion, a classifier has to determine if a text value is assigned to a label or not. In case of
a category imputation problem, the classifier can select a label from a set of labels. The
link prediction problem is typically defined on graphs where the goal is to predict links
that are missing or likely to be created in the future like a probable friendship relation in
a social network [LNK07]. In our case, we consider the link prediction task for a specific
relation. We train our embeddings without considering the respective relations. After-
ward, we take a portion of word pairs that are linked by the relation and a portion of
words where no relation exists and train a neural network to predict whether the relation
is present. This is a similar procedure as done in [LMP18].

In order to learn from word embedding inputs, rather simple (deep) feed-forward net-
works are commonly used [GFEC16] as well as complex models like graph neural net-
works [PLH+18]. In this work, we implement simple networks which typically need less
run-time and complex models with generally higher classification performance.

Feed-forward Networks: For the multi-class classification, we create an ANN with two
hidden layers. The first layer has 600 and the second 300 neurons. We use sigmoid acti-
vation functions for the fully connected inner layers. For binary classification, one 300-
dimensional hidden layer is sufficient. In the case of the binary classification, a sigmoid,
and in the case of category imputation, a softmax function is used for the output layer.
We use binary cross-entropy as a loss function for binary classification and categorical
cross-entropy for category imputation.

For link prediction, we use an ANN, which gets an edge encoded by a source and a target
embedding. Both embedding layers are processed by an inner layer, then get subtracted,
and the result is processed by another layer, which is then connected to the output. Sig-
moid is used as an activation function and binary cross-entropy for the loss. The binary
output value classifies the edge as present or not.

To prevent overfitting, we added dropouts [SHK+14] and L2 regularization for the binary
classification.

Graph Convolutional Neural Networks: One class of graph neural network approaches
(see Section 2.2.6) is the class of Graph Convolutional Neural Networks (GCNs) [KW17,
HYL17]. Those are widely applied for node labeling but have also been used for text
classification [PLH+18, YML19]. There are several variants of GCN approaches. The de-
sign of our GCN model is inspired by GraphSage [HYL17]. Here, the input of a GCN
is a graph G = (V, E) with features X ∈ R

n×m annotated to the nodes V , where n is
the number of nodes and m denotes the dimensionality of the input feature vectors. In
the training process, the network learns to predict labels for nodes in a graph, given an
incomplete set of labels as the training set. In this way, we can use GCNs to label text
values in a database with the graph definition from Section 5.2.1. In detail, the GCN is
defined by a list of hidden layers Hm′′×m′

i and a message-passing function µ : V → R
m′

which accumulates for a node the features assigned to it and the features of its neigh-
boring nodes Nv ⊆ V to a single vector. To calculate the output X l+1 of each layer Hl,
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µ accumulates the accumulated feature vectors, a linear projection with the matrix Hl is
applied, and the ReLU activation function processes the result:

X l+1
v = ReLU (Hl · µ(v)) (5.18)

The output X l+1
v forms the node’s features applied to the following layer. The last layer

represents the labeling of the nodes. Our message-passing function averages the features
of neighboring nodes and concatenates the result with the features of the node itself:

µ(v;Nv, X l) =
( 1

|N |
∑

i∈Nv

X l
i

)
, X l

v (5.19)

This allows the network to separate between features of the node itself and the accumu-
lated features from neighboring nodes in the first layer. In our experiments, we use only
one 300-dimensional hidden layer and a layer to predict the labels. GCNs scale linearly
with the number of nodes in the graph. In our use case, this corresponds to the number
of text values in the database. Therefore, we suggest reducing the training run-time for
large databases by using neighbor sampling [HYL17]. This is done by selecting only up
to a certain number s of neighbors N ′

v ⊆ Nv to calculate the aggregated value µ(v;N ′
v, X l)

of a node v for each layer.

Training: All networks are trained with the NAdam optimizer [Doz16]. Following com-
mon practices to prevent irregular updates of the weights, we normalize the embedding
vectors before they are processed by the network. During training, we monitor the loss
on a validation set, stop training if it does not improve for 50 epochs, and select the model
with the lowest validation loss. The accuracy is determined on a separate test set.

5.4.4 Evaluation of ML Models

Competitors

To demonstrate the applicability of RETRO and its learned representations for different
tasks, we use the following baseline approaches:

DataWig: Missing value imputation on CSV files with text values can be accomplished
with DataWig [BSS+18]. This recently published category imputer is based on n-gram
representations of text values that are utilized by LSTM neural networks to assign single
text values or rows of text values in a CSV file to categories. As an input, the imputer gets
a CSV file, a list of columns used for the imputation, a column, which contains the values
which should be assigned to categories, and the column which usually holds the output
category. The imputation is then trained on a sample set of rows. We compare DataWig
against imputation using our embeddings in Section 5.4.4.

Mode Imputation: A very simple imputation method is to replace a null value with
the mode value (most frequent value) in the column. According to [BSS+18], most data-
wrangling frameworks implement only such simple imputation methods for category
imputation, especially if there is only non-numerical data given. Mode is a very popular
and often used imputation method and, thus, it also serves as a good baseline.
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Figure 5.7: Binary Classification of US-American Directors with Different Embedding
Types

DeepWalk: Node embeddings generated by DeepWalk (see Section 5.4.3) are often used
for link prediction tasks and thus can be used to predict missing foreign key relations in
database systems. The prediction is usually performed using feed-forward neural net-
works similar to the use of text value embeddings proposed in this paper. The details
are described in Section 5.4.4. DeepWalk not only serves as a baseline but can also be
combined with other text embeddings by concatenation [GAS16].

Binary Classification

We use the feed-forward network architecture described above to classify directors of
the TMDB dataset as either US-American or non-US-American. We extract the citizen-
ship from Wikidata [VK14] by using the SPARQL query service. Thereby, we derive
33, 647 directors holding in total 37, 203 citizenships. We omit 387 directors holding the
US-American and another citizenship according to Wikidata because this could be con-
sidered ambiguous. From the remaining set of directors, the TMDB database contains
9, 054 persons, which are considered for the classification.

For all experiments, we sample 10 times embeddings of 3, 000 US-American directors
and 3, 000 non-US-American. One half of a sample set is used to train the ANN. The
other half is used as a test set. The retrofitting approaches are performed on the Google
News (W2V) and SBert embeddings. For the Google News (W2V), we executed the clas-
sification on different hyperparameter settings to investigate their influence on this task.
Figure B.1a in Appendix B visualize the average accuracy values for all tested parameters.
One can see that high values for γ and δ deliver good results. This suggests that relational
information is more important for a good classification in this task. Configurations with
a high value of δ but low values for α and γ lead to non-converging configurations and
worse classification results. The classification is also performed on embeddings derived
by concatenation of DeepWalk embeddings and the other embedding types. In combi-
nation with node embeddings (Figure B.1b), the optimal configuration has higher values
for α and β, since the relational connections are already represented by the node em-
beddings. The β parameter has a low influence on this task since all inputs are part of
the same column. Figure 5.7 shows the distributions of the recognition accuracy values
achieved by the classifier for RR (α = 1, β = 0, γ = 3, δ = 3) and the other embedding
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Figure 5.8: Classification of Birth Places of US-American Directors with Increasing Sam-
ple Size

types. Relational retrofitting (RR) achieves the best accuracy values on both word em-
bedding datasets. W2V-based embeddings deliver slightly better results, however, this
does not hold for all ML tasks, as shown by the results below. The node embeddings
(DW) are outperformed by all other types, besides the plain word embeddings (PV) and
the baseline retrofitting approach (MF), which achieves similar performance. However,
combining node embeddings with all other approaches increases the achieved accuracies
above 90% in all cases except the plain word vectors. Additionally, we ran the experi-
ments for varying numbers of training samples for W2V. We trained the neural network
with 200 to 1, 000 samples and validate the accuracy with 1, 000 test samples. Since the
deviation is much higher for such small sample sets, we trained the ANNs 20 times. The
result is shown in Figure 5.8. The influence of the training sample size is at the lowest
for the plain word embeddings. If the sample sizes are small, DeepWalk is getting out-
performed by the plain word embeddings. Hence, DeepWalk needs a larger amount of
training data to achieve comparable results.

Missing Value Imputation

As a basic data integration task, we perform missing value imputation for categories on
both datasets using the feed-forward and GCN architectures described for multi-class
prediction in Section 5.4.3.

Imputation of Movie Languages: In the TMDB dataset, “original language” is an at-
tribute of movies with exactly one value for each movie. Subsequently, the prediction
of those attribute values can be considered as a typical value imputation problem. To
perform the classification, we ignore the “original language” column in the movie table
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Figure 5.9: Comparison of Imputation Methods for the Original Language Attribute

Figure 5.10: Comparison of Imputation Methods for App Categories

while retrofitting the embeddings. Afterward, we train the networks using 5, 000 training
samples and 5, 000 samples to evaluate the accuracy. Sampling, training, and evaluation
are repeated 10 times for each embedding and network type. In addition to the embed-
ding approaches, we apply mode imputation and DataWig with an equivalent sampling
strategy. DataWig is provided with textual movie information in the form of the origi-
nal CSV file. It contains all information imported into the database, except directors and
actors, which reside in other tables. Figure 5.9 compares the accuracy values for all meth-
ods and embedding types. Since most of the movies are in the English language, the
mode imputation (MODE) performs quite well and achieves an accuracy of 71.09% in
the average case. For this task, SBert-based embeddings perform better in comparison to
W2V-based ones. Using the feed-forward architecture DeepWalk achieves good accuracy
values, which are clearly better than the DataWig results and only slightly lower than the
results of the relational retrofitted embeddings (α = 1, β = 0, γ = 3, δ = 3). This sug-
gests that relational information is important for this task, which may be the case since
the original language can often be derived from the set of languages spoken in the movie
stored in the database. Word embedding information can only contribute a little to bet-
ter classification. In combination with DeepWalk, all embedding types improve on the
task. We also tested the GCN network, however, only in combination with the neighbor
sampling because the size of the database leads to high resource consumption otherwise.
GCNs achieve the highest average accuracy in this setting. Because of the high preva-
lence of relational features, no clear difference is recognizable between the types of text
embeddings used in the network.
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Figure 5.11: Link Prediction for Genres

Imputation of App Categories: In the GPSA dataset, we classify the category attribute
for each app. For the training of the embeddings, we omit the category information and
the genre relation since genre and category are often equivalent. The apps in the dataset
are grouped into 33 categories. Again, we compared our imputation to DataWig and the
mode imputation. Since DataWig can only be executed on singular tables, we omit the re-
view data. We sampled 10 times two disjunct sets of 400 apps as training and testing sets.
The resulting accuracy values of the imputation are shown in Figure 5.10. Here, the mode
imputation achieves only very poor accuracy values since the apps are distributed more
evenly over the category values. DataWig achieves clearly better performance, which is
similar to the performance of the plain word embeddings of the app name. This is prob-
ably the case because DataWig might also rely strongly on the app name since all other
attributes are quite unrelated to the category information. The relational retrofitted em-
beddings (α = 1, β = 0, γ = 3, δ = 3) can utilize the reviews and achieve an up to 13%
more accurate result only with the feed-forward architecture. DeepWalk only reaches a
classification accuracy, which is comparable to mode imputation, since the classification
can not be done based on relational information. Accordingly, a concatenation with other
embeddings does not make sense for this task. When using the GCN architecture on the
embeddings, the accuracy improves on all settings. Also in this setting, the relational
retrofitted embeddings achieve the best results. As one would expect, GCNs without
neighbor sampling achieve better results compared to GCNs with sampling.

Link Prediction

To evaluate our model for the link prediction, we decided to predict the movie-genre
relations in TMDB. There are 20 genres in total. Usually, a movie is assigned to multi-
ple genres in the dataset. This prediction is difficult because the metadata present in the
dataset itself provides only limited information about the genres. Thus, the classification
should take into account knowledge encoded during the pre-training of the word em-
bedding models. Another difficulty constitutes the fact that it is quite subjective in which
genre a movie fits, and it can be assumed that the genre information is incomplete since
some movies are not assigned to a genre. Furthermore, the genre information is rather di-
verse. For example, one genre is “TV Movie”, which refers to the media it is published in,
while the majority of the genres refer to content aspects like this is the case for “Horror”
or “Comedy”. For training our neural network, we select sets of 5, 000 movie-genre re-
lations and 5, 000 arbitrary connections between movies and genres which are not in the
dataset and serve as negative examples. Then, we split those pairs into 9, 000 samples for
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TMDB MF DW RR

Run-time 7.39s 548.72s 418.13s

Deviation ±0.07s ±0.83s ±1.15s

GPSA MF DW RR

Run-time 12.23s 1130.63s 178.78s

Deviation ±0.30s ±13.85s ±0.55s

Table 5.1: Run-time of Embedding Methods

training and 1, 000 samples for testing. We repeated this 10 times. Figure 5.11 presents
the results of the accuracy evaluation. The DeepWalk (DW) embeddings usually used for
link prediction fail in this setting. This is probably the case because the node vector of
the genres are potentially meaningless since all of those nodes have only a single edge to
the same blank node. Retrofitted vectors clearly outperform the plain word embeddings
where relational retrofitting (RR) is superior to standard retrofitting (MF). In combination
with node embeddings, some text-based approaches achieve better results.

5.4.5 Run-time Measurements

We measure the training time of the two retrofitting methods and DeepWalk by mea-
suring their execution when executed in a single thread for both datasets. The measure-
ments are repeated 10 times. Due to the very high training times of DeepWalk, we used a
subset of the TMDB database with 12,593 unique text values. The results of the measure-
ments are shown in Table 5.1. As one can see, the retrofitting algorithms (MF and RR)
are faster than the DeepWalk (DW) node embedding method. The fastest method is the
basic retrofitting approach (MF) which is expected since relations are modeled in a much
simpler fashion. This leads to lower accuracy in ML tasks, as shown in the evaluation re-
sults above. Comparing the run-times between GPSA and TMDB, we see an increase for
all methods except relational retrofitting (RR). This behavior is explained by the larger
amount of relational groups in TMDB compared to GPSA, leading to a larger amount
of comprehensive matrix multiplications, which is the most time-consuming routine for
relational retrofitting.

5.4.6 Online Retrofitting

To evaluate the online retrofitting algorithm, we designed two user scenarios for the data
in the GPSA dataset. For both scenarios, we measure the run-time and the accuracy of
the algorithm.

Setup of Experiments: To evaluate the online retrofitting, we apply a sampling func-
tion to randomly remove text values, run the retrofitting on the reduced dataset, and
online update the missing values. However, completely random sampling would lead to
unrealistic setups. Therefore, we designed two specific sampling functions for the GPSA
dataset modeling two more realistic scenarios: The first sampling function samples 10
apps for which we only removed one randomly selected review each. In contrast, the
second sampling function also samples 10 apps but removes the apps together with all
associated reviews. This usually involves multiple hundred text values. In the evalua-
tion tasks below, the experiments are executed 10with different sets of text values gener-
ated by the respective sampling function. As base word embedding model, the W2V-GN
model is used.
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Process Only Reviews Apps and Reviews

Online-RETRO Initialization 5.448s (± 0.087) 5.482s (± 0.083)

Parse Delta File 0.001s (± 0.000) 0.022s (± 0.004)
Add Connections 0.001s (± 0.001) 0.016s (± 0.003)
Retrieve Old Vectors 0.041s (± 0.013) 0.039s (± 0.012)
Create Base Vectors 11.221s (± 0.142) 11.165s (± 0.141)
(incl. Tokenization)
Online Retrofitting 0.019s (± 0.007) 0.423s (± 0.066)
Update Aggregates 0.001s (± 0.000) 0.005s (± 0.000)
Insert Vectors 0.003s (± 0.000) 0.071s (± 0.012)

Table 5.2: Run-time of Online Retrofitting

(a) Only Reviews
α = 1 β = 0 γ = 3 δ = 3

(b) Apps and Reviews
α = 1 β = 0 γ = 3 δ = 3

(c) Only Reviews
α = 1 β = 1 γ = 1 δ = 1

(d) Apps and Reviews
α = 1 β = 1 γ = 1 δ = 1

Figure 5.12: Online Retrofitting Evaluation

Run-time Evaluation: To analyze the run-time properties of the online retrofitting, we
divide it into seven sub-procedures (see Figure 5.5) and measure their execution time
in the two scenarios. In addition, we measure the execution time of the initialization
of Online-RETRO. Table 5.2 shows the mean run-time values and the standard devi-
ation. One can see that the overall execution time is much lower than the execution
time of a complete re-run of the retrofitting (see Table 5.1). The most time-consuming
sub-procedure is the creation of the base vectors. It requires even more execution time
than the initialization. This is the case since for the tokenization of the text values, the
algorithm builds a trie of all tokens in the vocabulary of the word embedding model
annotated with the embedding representations (see Section 5.2.1). This process could
potentially be optimized by storing and indexing the trie in the database to determine
the tokenization efficiently and only retrieving the required vectors. Besides this pro-
cess, the retrieval of the old vector dataset and the Online-Retro sub-procedure are the
most time-consuming steps in the calculation. Here one can notice that the Online-Retro
process requires much more time in the second scenario. The run-time of the remaining
sub-procedures is relatively short.

Deviation from Re-running RETRO: The vectors resulting from the online retrofitting
algorithm can slightly differ from the results of a re-run. This is specifically the case since
the vectors generated by the retrofitting before the execution of the online retrofitting,
which are not updated during Online-Retro, are learned without the knowledge of the
later added text values. Embeddings added later then adapt to those slightly different
embeddings and thus also obtain slightly different embedding representations. To quan-
tify this delta, we calculate for both scenarios the average Euclidean distance and the
cosine similarity of the resulting embeddings after each of 10 online retrofitting iterations
to the results of a complete re-run. For both scenarios, we execute this evaluation process
with the hyperparameter settings α = 1, β = 0, γ = 3, δ = 3 and α = 1, β = 1, γ = 1, δ =
1. Figure 5.12 visualizes the mean and the standard deviation in each iteration. If only
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reviews are inserted, one online retrofitting iteration is enough to achieve 0.99 or higher
cosine similarity (see Figure 5.12a and Figure 5.12c). In the following iterations, nothing
changes because the reviews are not directly related. In the second scenario, however,
there are relations between new text values, ie., app names and reviews, whose vectors
get updated. In the first iteration, reviews get more similar to the original embeddings of
app names, and the app name embeddings get more similar to the original embeddings
of the reviews. In the next iteration, this reverts and leads to the alternating behavior
shown in Figure 5.12b and Figure 5.12d. This leads to the highest similarity in iteration
10, where the embeddings are very similar to the embeddings determined by a re-run
(see Figure 5.12b and Figure 5.12d). The remaining deviation results from short reviews
like “Great” and “Nice”, which are shared by multiple apps. In general, the deviation is
higher with the hyperparameter setting α = 1, β = 0, γ = 3, δ = 3 (see Figure 5.12a and
Figure 5.12b) since the values of the optimal embedding representations depend stronger
on related text values in a setting with high values of γ and δ.

5.5 SUMMARY

In this chapter, we investigated methods to optimize embedding representations of text
values in database systems. In Section 5.1, we surveyed approaches to utilize the struc-
ture knowledge from the database to adapt the embedding representations to the context-
specific meaning of their text values. We concluded that the concept of retrofitting qual-
ifies best for the requirements defined in Section 3.6. Accordingly, we decided to im-
plement a novel relational retrofitting algorithm for text values residing in relational
database systems. This led to the development of the framework RETRO (Section 5.2)
for automatically generating optimized embeddings for text values in relational database
systems. RETRO is complemented with Online-Retro to generate optimized representa-
tions for newly inserted text values without re-running RETRO itself (see Section 5.2.4). In
addition, we implement the evaluation platform RETROLIVE to investigate the influence
of hyperparameters and the resulting embeddings (see Section 5.3). To execute Online-
Retro from the database, we integrated it as a UDF into the FREDDY Extension (see Sec-
tion 4.1). Our Evaluation in Section 5.4 demonstrates that relational retrofitting is more
efficient than the common node embedding techniques DeepWalk and thus can be used
for optimizing text values in large datasets. We further show how ML models for several
tasks can profit from relational retrofitting and achieve better results as achieved by the
original retrofitting algorithm on two real-world datasets. To evaluate Online-Retro, we
analyzed its execution on two user scenarios on real data in Section 5.4.6 In those settings,
Online-Retro allows generating nearly optimal embeddings for inserted text values much
faster than re-running the RETRO framework.
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6
MODEL RECOMMENDATION

To select a suitable word embedding model for a query in a word embedding database
system, a solution to recommend embedding models is necessary. Furthermore, the train-
ing of high-quality word embedding models requires large text corpora, e.g., 840 billion
tokens for the popular pre-trained GloVe Common Crawl model (GV-CC in Table 3.1),
which in many cases are not available. Thus, it is common to reuse pre-trained general-
purpose models. Therefore, machine learning developers frequently face the problem of
choosing a pre-trained embedding for their given task. For instance, for building a search
engine for a movie website, they should be sure that the selected word embedding re-
flects the movie domain appropriately. Besides simply reusing pre-trained models, they
also can be adapted to better fit a domain-specific context using retrofitting, as discussed
in Chapter 5. Moreover, higher quality domain-specific word embeddings can be pro-
duced by mapping domain-specific embeddings in a general-purpose word embedding
model, as shown in [SLS18]. In all those cases, identifying the best pre-trained word
embedding for a given task is crucial. To solve this problem, we propose a framework
to automatically construct an evaluation dataset for domain-specific evaluation. We em-
ploy this framework on a large corpus containing 125M tables extracted from HTML Web
pages to construct a novel benchmarking dataset, which assists ML developers with se-
lecting a suitable model. The results of our research on this topic are already published
in [GSTL20b]. Parts of this chapter are based on this work. The dataset itself is also
published in [GSTL20a].

In the following, we present our work on the extraction framework, which leads to the
construction of our evaluation dataset FACETE. This dataset is designed to fulfill the re-
quirements presented in Section 3.7. Specifically, it compromises a large number of rela-
tions, consists of continuous valid facts of the extended general knowledge, covers sev-
eral domains, and is flexible enough to adapt an evaluation to the application domain
of the word embedding models. To approach this, we first review existing methods for
word embedding evaluation in Section 6.1. Then, we explain the desired architecture
of our evaluation benchmark in Section 6.2. In the following, Section 6.3 describes the
construction pipeline for FACETE. Afterward, we present the results of an exemplary
evaluation of popular pre-trained embedding models using FACETE in Section 6.4 and
finally conclude in Section 6.5.

6.1 RELATED WORK

As stated in Section 2.3, word embedding evaluation methods are categorized into ex-
trinsic and intrinsic methods in the literature. In the following, we survey methods in
both categories for domain-specific evaluation and discuss their limitations.
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6.1.1 Extrinsic Evaluation

Extrinsic evaluation methods capture quality measures for results of an application task
obtained by using different embedding models. For instance, one can evaluate the ac-
curacy or the F1 measure of an ML algorithm which utilizes embedding representations
provided by the given embedding models. Recently, several benchmarks to test lan-
guage understanding and question answering have been proposed [RZLL16, ZBSC18,
WSM+19]. Especially contextualized embedding model like BERT are evaluated by ex-
trinsic evaluation on such tasks [DCLT19]. Because of this focus on specific applications,
extrinsic methods are always domain-specific. An extrinsic evaluation task should be
designed to be as close as possible to the actual application. In [RK19], one can find a
good example for an extrinsic evaluation for static embedding models trained to capture
the semantic of words in a specific domain. To obtain an accurate estimate of the perfor-
mance of an embedding model in an application, extrinsic evaluation is preferred over
intrinsic evaluation. However, extrinsic evaluation has also several limitations:

Limitations: [SLMJ15] shows that the correlation of the evaluation results across differ-
ent extrinsic tasks is low. Thus, one should not deduct from the outcome of one extrinsic
evaluation task the performance of a model in a different task. Therefore, extrinsic eval-
uation is only possible if a comprehensive gold standard for the application task is avail-
able. Especially for unsupervised tasks, this may constitute a problem. Moreover, intrin-
sic methods are preferred when an exhaustive extrinsic evaluation is too time-consuming.
This particularly applies to the training of deep learning models, which are common in
natural language processing, and require high computational effort. In contrast, the re-
sults of an intrinsic evaluation are directly available since they are independent of the
application task.

6.1.2 Intrinsic Evaluation

Section 2.3 already provides a comprehensive overview of datasets for the intrinsic evalu-
ation of word embeddings. Those datasets are designed by the NLP community to cover
a wide range of linguistic relations in form of evaluation tasks that involve frequently
used words. However, as far as we know, there is no dataset that provides an overview
of the performance of a word embedding model according to different domains. Besides
those generic datasets, there is a small number of benchmarks for very specific domains.
For instance, in [NØL18], the “Schlumberger oilfield glossary” (slb)1 was constructed
from which the authors derive 878 synonym pairs, 284 antonym pairs, and 934 alterna-
tive form pairs used to intrinsically evaluate their model for the oil and gas domain. For
applications designated for tasks involving text from other domains, only generic intrin-
sic evaluation datasets are applicable. However, here several problems exist:

Limitations: Intrinsic evaluation datasets proposed by the NLP community (see Ta-
ble 2.1 in Section 2.3) facilitate researchers to compare embedding techniques trained
on the same text against each other. However, for the application of pre-trained word
embedding models in database systems, the goal is slightly different. Here, one aims
to evaluate pre-trained models usually trained on different texts to represent semantic
knowledge in the domain of the database. Most of the existing data collections are rela-
tively small and map the word embedding model on just a single number, neglecting all

1http://www.glossary.oilfield.slb.com/ (Access: 08/03/21)
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Figure 6.1: Facet Data Structures

variations of the performance in different domains. Moreover, many of them have been
labeled manually and therefore are biased by certain factors, e.g., the subjectiveness of
rating scales and the meaning of similarity, as well as the lack of penalties for overesti-
mating similarity of two dissimilar words [BKR+16, AG16]. Some of the datasets contain
a few categories of relations (e.g. WordRep [GBL14]). However, they are too generic and
primarily consist of linguistic categories. Thus, a fine-granular evaluation according to
Requirement D2 and the desired flexibility (Requirement D5) are not provided. Besides,
an automatic adaptation for a specific domain is not possible (Requirement D6).

6.2 ARCHITECTURE OF FACETE

To allow the user flexibility in the evaluation of embedding models according to Require-
ment D5, we employ the notion of facets to structure our dataset.

Facet-Oriented Data Structure The dataset should be structured in multiple so-called
facets, which are categorized in a handful of broader categories as displayed in the bot-
tom right-hand corner in Figure 6.1. Facets are frequently used for classification pur-
poses where one or multiple facets are applied to classify objects to category values or
combinations of values. Facet classification originates from systems to organize books in
libraries [Ran39]. Later it has also been adapted for information retrieval systems [PD91,
BL00]. In contrast to hierarchical classification schemes, multiple facets can be applied to
one object. For a particular domain, only certain facets are relevant. A facet classification
scheme is flexible in the sense that it allows to select only those facets relevant for a spe-
cific use case or a domain and do the classification based on them [Her07]. This makes
the concept of facets appealing for the data structure of our evaluation dataset. For the
storage schema, we choose to represent every facet as an injective relation F ⊆ O × V ,
which is stored as a set of tuples.
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Figure 6.2: System Overview: Extraction and Evaluation

Example Given a specific object set O (e.g. “soccer players”), one can apply facets to it.
Figure 6.1 shows in the bottom left-hand corner a set of facets for soccer players (“team”,
“country”, “position”). Each facet holds a set of values V to which the objects (e.g. soccer
players) can be assigned.

6.3 EVALUATION DATASET CONSTRUCTION PIPELINE

To compile an intrinsic evaluation dataset that fulfills the requirements mentioned in
Section 3.7, we decide on a data-driven approach. Specifically, we leverage the Dresden
Web Table Corpus (DWTC) [EBH+15] that consists of 125 million Web tables. The extrac-
tion process, shown in Figure 6.2, is divided into four steps: 1) Filtering Web tables and
facet candidate generation, 2) determining soft functional dependencies to decide which
facets and facet values are appropriate for a word embedding evaluation, 3) post-filtering
leading to the final set of facets, and 4) facet clustering to facilitate a domain-specific eval-
uation.

6.3.1 Web Table Filtering and Facet Candidate Generation

Since our goal is to construct an English evaluation dataset, we consider only potential
English Web tables. To detect them, we employ a lightweight language identification tool
called WhatTheLang2, which is based on a small fastText model. Moreover, we only in-
corporate columns with a header occurring at least 10 times. Other columns are unlikely
to contain knowledge from the general domain (see Requirement D1). Since numerical
values cannot effectively be represented by many word embedding models, we also omit
them and only consider text values of Latin letters.

To create facets, we extract all textual header pairs and the associated instance values
from the filtered Web tables (see Figure 6.1). All header pairs that occur less than four
times are omitted since they are not part of the extended general knowledge, which is
expected to be represented in a word embedding model.

2https://github.com/indix/whatthelang (Access: 08/03/21)
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6.3.2 Check Soft Functional Dependencies

To be useful for a word embedding evaluation, the relations inside a facet should be
unambiguous, as stated in Requirement D3. This is the case if the value set V of the facet
functional depends on the object set O, e.g., the city depends on the soccer airport’s name.
However, since Web tables can be noisy, we employ soft functional dependencies (SFD)
instead. A similar approach is used in [LB19] to extract knowledge from Web tables.
We calculate SFD scores for the pairs of text values taken from the facet generation step
described above. Given those pairs in the form of a bag of value tuples MO,V ⊆ O × V
with the multiplicity defined by function m : 〈O, V 〉 → N, we calculate the SFD for every
object o ∈ O as in Equation (6.1). The value vmax refers to the most common value for the
object o.

SFD(o) =
m(〈o, vmax〉)∑

〈o,v′〉∈MO,V

m(〈o, v′〉) (6.1)

We omit facets with an average SFD smaller than 80%. In addition, all objects with
SFD(o) < 80% are discarded. Moreover, we omit object-value tuples occurring less than
4 times.

6.3.3 Post-Filtering

Not all facet candidates that fulfill the SFD condition are applicable to evaluate word em-
bedding models. Therefore, in a post-processing step, deny lists and pooling are applied.

Deny Lists: Some of the headers are very generic, e.g., “name” and “description”. Ac-
cordingly, object-value pairs with such header text values model different relation types,
making them unsuitable for modeling facets. Moreover, we cannot categorize them.
Thus, they are not compatible with Requirement D2.

Pooling: As stated in Requirement D1, we aim to include facts of the extended com-
mon knowledge to provide a dataset suitable for a wide range of word embedding mod-
els. For this reason, we apply pooling to exclude facets that model relations which are
unlikely represented in word embedding models. We select three commonly used large
pre-trained word embedding models: Word2Vec (W2V-GN in Table 3.1), GloVe (GV-CC
in Table 3.1), and fastText3. For each model and each facet, we sample a set of analogy
tasks out of terms that can be represented by the model. To solve the analogy tasks, we
employ the 3COSADD method (see Section 2.2.5) and restrict the search space to the text
values in the value set of the facet V . The size of the task set |T | is chosen depending on
the number of possible values |V |, where for larger value sets, a larger task set is used. If
not more than 5·|T |

|V |−1 and less than 50% of the provided tasks are solved correctly by any
of the selected word embedding models, the facet candidate is omitted.

3fastText Common Crawl (600 billion tokens),
https://fasttext.cc/docs/en/english-vectors.html (Access: 08/03/21)
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6.3.4 Categorization

To enable domain-specific evaluation (Requirement D2), we divide the resulting facets
into the following broader categories: “sports”, “geographic”, “music”, “movie / video
games”, “literature”, “economy”, “technology”, and “misc”, which are chosen based on
a look at the data. The category “misc” is created since some domains only contain a
small number of facets.

The categorization is done using a fastText model by providing a list of keywords for
each category. For the “misc” category, we provide keywords for all the small categories
for which facets exist. The fastText model determines similarity scores of the category
keywords to header text values, as well as text values in the object set O and value set V
of the facet. Based on those scores, the most similar category is selected. Finally, for each
category, a JSON file is compiled containing the respective facets.

6.4 EVALUATION OF POPULAR WORD EMBEDDING MODELS

To demonstrate the value of our approach, we perform in this section an evaluation of
popular pre-trained word embedding models. From the results provided by such a pro-
cess, database users can decide on an embedding model for an SQL query containing
word embedding operations (see Section 3.4), and ML developers can select a suitable
model to represent the input text. FACETE enables an evaluation of word embedding
models on different granularity. While the evaluation presented here focuses on analogy
tasks, one can also derive similarity-based metrics or construct cluster-based evaluation
tasks from FACETE.

Word Embedding Models We choose four popular English pre-trained word embed-
ding models. This includes the models used in the pooling step in Section 6.3.3: Word2Vec,
GloVe, and fastText, as well as a Sentence-BERT model [RG19] called SBert4, which is
fine-tuned on the STS benchmark [CDA+17].

Since Word2Vec and GloVe would suffer from the out-of-vocabulary problem, we tok-
enize longer text values and average the embedding vectors corresponding to the re-
spective terms in the vocabulary of the embedding model (see Section 2.2.5). For the
tokenization process, we use the method described in Section 5.2.1, which takes account
of multi-word tokens. SBert and fastText do not have this problem since they inherently
include a tokenization process based on word-pieces or n-grams.

6.4.1 Domain-Agnostic Evaluation

Using the word embedding models introduced above, we run an analogy evaluation for
the facets in each category of FACETE. The analogy tasks are solved using the 3COSADD
method (see Section 2.2.5). However, some facets include a large number of relations
from which a quadratic amount of analogy tasks could be constructed. To reduce the
number of analogy tasks to the number of relations in the facet, we modify the 3COSADD
method: We calculate the centroid of the embedding representations of all text values of

4roberta-large-nli-stsb-mean-tokens,
https://github.com/UKPLab/sentence-transformers (Access: 08/03/21)
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Figure 6.3: Evaluation of Different Domains: Coverage and Distribution of Accuracy
Values

the object set O and the centroid of the text values in the value set V . The former is
used as the vector a and the latter as vector b in Equation (2.9) in Section 2.2.5. For each
facet, we determine the accuracy as the amount of correctly solved analogy tasks and the
coverage as the proportion of relations where both text values have a word embedding
representation. The distributions of the accuracy values and the average coverage values
for each category are shown in Figure 6.3. As one can see, no embedding model out-
performs the others in all categories, confirming our hypothesis that word embeddings
should be selected on a case-by-case basis. While fastText and SBert have a coverage of
100% due to their processing model, Word2Vec and Glove also achieve high coverages in
most of the categories by using the proposed tokenization strategy.

6.4.2 Evaluation of a Single Facet

To compare the representation of a specific property across multiple word embedding
models, e.g., for the application in an ML task, one can select a single facet out of our
dataset for evaluation. As an example, we use the facet character→actor with 111 rela-
tions and compare two embeddings. We choose the plain Word2Vec model already used
before and a model resulting from applying the RETRO framework of Chapter 5 on the
Word2Vec model. For retrofitting, the TMDB movie database (see Section 5.4.1) is used.
The retrofitted embedding model achieves an average accuracy of 16.21%, while the plain
Word2Vec model achieves 11.71% only. This result suggests using the retrofitted embed-
ding model, even though those low accuracy values indicate that an ML task related to
the character→actor relation requires more input data.

6.4.3 Evaluation of an Object Set

Instead of evaluating word embeddings on a granularity of facets, one can also calculate
the accuracy based on a set of objects relevant to an application. In Figure 6.4, one can see
the distribution of the accuracy values from an evaluation of the 100 most frequent city
names in FACETE considering six facets in the geographic category with a city object set.
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Figure 6.4: Evaluation of City Representations

Here, the accuracy is calculated on the number of values assigned correctly to an object
considering the six facets. While Word2Vec achieves the best results in the geographic
category (see Figure 6.3), this experiment shows that Glove performs better regarding
frequent city terms.

6.5 SUMMARY

To identify a suitable model for an application using word embeddings, a comprehensive
evaluation is necessary. In Section 3.7, we already discussed the specific requirements for
an evaluation dataset. In this chapter, we reviewed related work regarding those re-
quirements in Section 6.1. We identified that available datasets from the NLP community
are designed to evaluate the capabilities of embedding techniques but fail to evaluate
to which extend particular domains and word relations are represented in specific pre-
trained models. As a solution, we proposed in Section 6.3 a data processing pipeline to
automatically generate an evaluation dataset from large table corpora, which we apply to
a corpus of Web tables to obtain a comprehensive evaluation dataset called FACETE. The
resulting dataset consists of relations organized in multiple facets, which are assigned
to eight broader categories (see Section 6.2). In Section 6.4, we demonstrated the appli-
cation of FACETE in an exemplary evaluation of popular pre-trained word embedding
models. The evaluated models perform very differently on the various domains cap-
tured by FACETE, and no model achieves the best scores in all domains. These results
expose the importance of an application-specific section of the word embedding model.
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7
TABULAR TEXT EMBEDDINGS

We presented a comprehensive overview of word embedding applications, where an em-
bedding model is used to represent text in tables in Section 2.4. Many of those applica-
tions reuse models pre-trained on text documents. Presumably, several of those appli-
cations could profit from a model pre-trained directly on tabular data. In this chapter,
we investigate how table embedding models can improve such applications. Therefore,
we implement a novel algorithm to train embeddings on a large table corpus and eval-
uate it on several different tasks involving data in diverse tabular data formats. Results
of this comprehensive evaluation and the proposed embedding algorithm presented in
this chapter have already been published in [GTGL21]. Our embedding algorithm is
designed with respect to the requirements of Section 3.8. Accordingly, the resulting em-
bedding models represent tabular relations between text values in tables. Moreover, the
models are schema-aware and applicable for a wide range of applications and tabular
data formats.

In the following, we discuss related work on constructing embedding models for tables
in Section 7.1. Afterward, Section 7.2 introduces our approach for embedding text values
in tables. In Section 7.3, we present several applications of word and table embedding
models. Those use the models in unsupervised (see Section 7.3.1) and supervised (see
Section 7.3.2) settings. We continue with a comprehensive evaluation of our table em-
bedding techniques in Section 7.4 and conclude in Section 7.5.

7.1 RELATED WORK

In recent years, several research works have investigated techniques for pre-training em-
bedding models on tabular data. However, most of those approaches aim at designing
an embedding model for a specific application task or a specific dataset. Using the re-
sulting models on different datasets for different tasks is often not possible or entails
some limitations. In the following, we discuss previously proposed table embedding
approaches. We categorize the related work into approaches based on the underlying
embedding technique. Section 7.1.1 reviews models based on static embedding tech-
niques, and Section 7.1.2 discusses contextualized embedding models. For word em-
bedding models, a comparison between static and contextualized embedding models is
discussed in Section 2.2.4
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7.1.1 Static Table Embedding Models

Several embedding models have been proposed which use a static word embedding
model like word2vec [MSC+13]. Similar to node embedding techniques like DeepWalk
and node2vec (see Section 2.2.6), those techniques serialize sequences and apply the
word embedding algorithm to them. For serializing sequences from tables, different ap-
proaches have been proposed. In [BS17], the text is serialized from a relational database
system. The proposed algorithm serializes sequences row by row. In addition, the seri-
alizer integrates sequences of rows in other tables referenced by foreign keys. To model
relations of text values to the schema, table names and column names are integrated into
the sequences. The resulting word embedding model captures relations of text values in
the database system. However it is very specific for the database it is trained on. Simi-
larly, in [CPT20], an embedding model is trained on random walks obtained of a graph
generated from a specific relational database system. The model does not only gener-
ate embeddings for text values in the table body but also for rows and columns, which,
however, have no textual bonding. Thus, row and column embeddings for a new table
can not be obtained. In [GRE+17], word2vec [MSC+13] is used to generate embeddings
for cells in tables later used for blocking. For this purpose, the authors serialize text se-
quences from table relations. To distinguish cells in the table body and cells in the table
header, the proposed serializer adds specific prefixes to the text values. Because of the
large diversity of cell values in tables in comparison to terms in natural language texts,
the application of this model is limited on the tables it is trained on.

Limitations: Since the techniques described above use traditional word embedding
models like word2vec and GloVe, they suffer from the out-of-vocabulary problem. This
is especially problematic since text values occurring in tables are often very specific for
the table and do not frequently occur in other tables or text documents. Accordingly, it is
hardly possible to apply such a pre-trained embedding model on other table corpora as
stated in Requirement E1 in Section 3.8. Subword-based embedding models like fastText
could be used to overcome this limitation. However, in this case, the embedding tech-
nique can not distinguish between subwords occurring in the schema or the body of a
table (see Requirement E2).

7.1.2 Contextualized Table Embedding Models

An example of a contextualized Web table embedding model is TabVec [GGS18]. This
model trains embeddings for whole tables to solve the table layout classification task
(see Section 7.3.2) in an unsupervised way. The model generates random embeddings
for words occurring in the table corpus. Then it aggregates the embedding vectors of
words in the context of a cell vector. Finally, aggregates of the cell vectors are used as
an embedding representation of the whole table. To solve the layout classification task,
tables with similar layouts are clustered by an algorithm, which uses the embedding
vectors, and the user should manually label the clusters.

Recently, the authors in [GGPS20] propose an embedding model specifically for the clas-
sification of cells in spreadsheets. The model uses sentence embeddings [CKS+17] to
encode text values in cells, where the tokens of the text values are represented by a pre-
trained GloVe model. After encoding the cell values, for each cell, an embedding is de-
rived based on neural networks with an auto-encoder architecture. Instead of calculating
an embedding for a cell only on its content, the authors include the content values of the
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surrounding cells in the spreadsheet into the calculation of the embedding representa-
tion. Moreover, style attributes are incorporated. Since a spreadsheet does not provide
information to separate between cells of schema and cells of instance terms, this is not
considered by the embedding model.

Building on the success of transformer-based language models like BERT [DCLT19], mul-
tiple tabular embedding models [DSL+20, YNYR20, HNM+20, ITMI21, WDJ+21] have
been designed using the Transformers architecture [VSP+17]. Specifically, the models
TaBERT [YNYR20] and TaPas [HNM+20] conduct a pre-training jointly on text utter-
ances and tables for semantic parsing tasks, e.g., text-to-sql tasks and question answer-
ing tasks. For pre-training on relational tables with associated text snippets like page
titles and captions, the authors in [DSL+20] propose a model called TURL. A model
solely trained on tables called TABBIE is proposed by [ITMI21]. Just recently, the au-
thors of [WDJ+21] present TUTA, an embedding model for tables with a hierarchical
header structure. For applying the model, TaBERT, TaPas, TURL, and TUTA serialize
tables into sequences. However, TURL and TUTA employ a masked attention mecha-
nism to restrict the attention mechanism of the Transformer model, e.g., TURL utilizes a
visibility matrix to focus attention on cells, which are related by the cell structure. TAB-
BIE uses two separate transformer networks to model row-wise and column-wise se-
quences where the cell embeddings of both transformers are averaged in each layer. For
the pre-training of transformer-based table embedding models, dummy tasks are used,
which are similar to the masked-language model task (see Section 2.2.3) or the ELECTRA
task [CLLM20] in the case of TABBIE pre-training. For applying the ELECTRA task on
tabular data, cells are corrupted by replacing the content with a generated content in the
input tables, and a binary layer decides if the cell content is part of the original table
or not. For the application of the models, the models are usually fine-tuned on specific
supervised classification problems. Specifically, applications for those transformer-based
models are question answering over tables [YNYR20, HNM+20] and table understand-
ing tasks [ITMI21, DSL+20], e.g., entity linking, column type annotation, and schema
augmentation. To incorporate information from language models pre-trained on text,
those models either initialize the model parameters with weights of a pre-trained word
embedding model [YNYR20, WDJ+21] or encode the input cells with a word embedding
model [ITMI21].

To differentiate between different types of text values, [DSL+20] use separate embed-
dings for text values containing schema-information like cells in the headline and text
values in the table body. Moreover, additional input embeddings can be added to the
embeddings of the input tokens like segment and positional embeddings in the original
BERT model (see Section 2.2.3) to differentiate between text values in the headline and
surrounding text like the page title. Similarly, in [HNM+20], the authors use additional
embeddings for rows and columns to encode the position of a token in the table. To rep-
resent cells, [DSL+20] uses separate entity embeddings added to the input embeddings.
In [YNYR20], pooling layers are used to aggregate embeddings of tokens to represent
cells.

A different neural network architecture is used in the TCN [WSL+21] model. Here, the
authors propose an embedding-based approach with a convolutional neural network ar-
chitecture for table interpretation tasks. For each value in a table, the network aggregates
embeddings of related values in the same table and embeddings of related values in other
tables, e.g., syntactical equal text values. The embedding vectors are initialized with em-
beddings generated with the traditional GloVe embedding model. Afterward, the whole
model is pre-trained with a Masked Language Model objective. By taking into account
those inter-table connections between values, this model outperforms table models like
TURL, which only consider a single table, on various table interpretation tasks.
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Figure 7.1: Web Table Types and Embedding Process

Limitations: While some of the models, e.g., TURL, are applied in a comprehensive
evaluation on different evaluation tasks, the evaluation datasets are very similar to the
data used in the pre-training. Frequently, the data used in the tasks constitute a subset
of the dataset used for pre-training. Only for TUTA, the pre-trained model is applied to
different table types (Web tables and spreadsheets) [WDJ+21], but, also here, both table
types are used during the pre-training. It would be interesting to investigate the applica-
tion of the proposed table model to tasks on other datasets. This is especially relevant for
application on datasets that are too small for comprehensive pre-training or contain fewer
annotations as the dataset in the pre-training step, e.g., for spreadsheets, it is often hard to
identify which cells belong to which table. To apply the approaches above, the models re-
quire the whole table as input. When only single text values of cells are provided, the re-
sulting representations are presumably worse. This limits the applicability and thus runs
contrary to Requirement E1 in Section 3.8. For instance, cells in spreadsheets often do not
belong to a specific table. Moreover, to achieve good performance, Transformer models
are usually extended by layers dedicated to a specific classification task, and a fine-tuning
is done. Usually, one fully connected layer is added to the Transformer model. However,
this procedure might not work well for complex models where the input could not nat-
urally be encoded into a single sequence. Our attempts to integrate a BERT model into a
classifier for the layout classification problem (see Section 7.3.2) to encode the rows and
columns of tables lead to worse results in comparison to using static embeddings. An-
other limitation of several Transformer-based models like TaPas and TaBERT constitutes
the limited input size, which has to be configured before pre-training. To encode large
tables, the authors of [YNYR20] propose to extract content snapshots relevant to an ad-
ditionally provided utterance, and [LLS+20b] summarizes the input by retaining tokens
with high TD-IDF scores. Only TURL produces separate embeddings for schema and
instance text values and accordingly satisfies Requirement E2.

7.2 WEB TABLE EMBEDDING MODEL

To fulfill the requirements in Section 3.8, we designed the embedding process visual-
ized in Figure 7.1. For the pre-training, we need a large source of tabular data suit-
able to train an embedding model. While the tabular data format is pervasive across
all fields in academia and industry, we decided to use data from Web tables. Web ta-
bles not only constitute a large source of tabular data (hundreds of millions of tables)
but also capture a wide range of domains, making them suitable to pre-train an em-
bedding model valuable for a wide range of different tasks. Moreover, a remarkable
amount of research has already investigated the problem of mining and cleaning Web
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table data [CTT00, WH02, CHZ+08] which led to large already pre-processed corpora
of Web tables like the DWTC corpus [EBH+15] containing 125 million Web tables. We
utilize the DWTC corpus (1) to derive suitable Web tables. After a pre-processing step
(2), we serialize tabular relations in the form of text sequences (3). Those text sequences
are encoded by an encoding model (4) with respect to the type (schema text and instance
text). Then, a word embedding technique is applied to them (5). While this method sim-
plifies the training of the embedding models, it also provides the possibility to utilize
the enormous research made by the NLP community on optimizing embedding mod-
els. Moreover, it provides the flexibility of applying different embedding models or even
models to be invented in the future.

7.2.1 Preprocessing

In our training, we focus only on English tables. Therefore, we employ the lightweight
language classifier WhatTheLang on tables from pages of potential English domains to
determine relevant tables. Moreover, we filter out text values with non-Latin letters.
For many Web tables, it is easy to separate the schema information from the rest of the
data. For instance, header rows are often labeled in the HTML code by a <thead> tag.
We restrict the corpus to tables where such information is present. Nonetheless, it still
encompasses over 40 million tables. Since numerals and special signs do not capture a
specific meaning across different contexts they can occur in, we regularize them by re-
placing them with “@” and “*” characters. This also slightly reduces the large variety of
text values observed in Web tables and therefore helps the embedding model to general-
ize. A similar regularization process was also done in the Web table embedding approach
of [GRE+17]. Moreover, spaces are replaced by underscores to coalesce the tokens of a
cell into a single token.

7.2.2 Text Serialization

To model different relations according to Requirement E3, we create different serializers
to generate sequences from tables:

• Row-wise Serializer: The simplest way of serializing tables is to serialize them row
by row. Many of the related approaches described in Section 7.1 perform a sim-
ilar serialization process. A model trained on the resulting sequences potentially
represents the relatedness of text values in cells.

• Taxonomy Serializer: The taxonomy serializer is designed to produce sequences
that capture relations between schema and instance data to build a model which
fulfills Requirement E2. For this purpose, we construct a weighted bipartite graph
of text values occurring as header and data (non-header) cells. Two text values are
connected if one text value serves as a header for the other text value in a table.
Thereby, we exclude relations where both text values are equal because this may
result from a repetition of the header. Each edge gets assigned the frequency of the
relation as weight. Data nodes with only one edge and edges which occur only once
(weight < 2) are removed. For header-data node pairs with edges in both directions,
the edge with the lower weight is removed. Then, we build upon the idea of Deep-
Walk [PARS14] to serialize random walks from a graph which are used later to train
a language model. We use the graph to construct 100 random walks per node where
the transition probability from one node to another is determined by the weight of
the edge divided by the sum of all weights.

• Combined Serializer: To train a model capturing row-wise and taxonomical rela-
tions, the output of both serializers is combined.
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Movie Title Release Date Language
Godfather 1972 English
Amélie 2001 French
Inception 2010 English

Title Original Language Production Year Genre
Psycho English 1960 Horror
Good Bye, Lenin! German 2003 Comedy

Figure 7.2: Unionable Tables

7.2.3 Encoding Model

To represent different types of text values, an encoding model is applied. In our case, we
separate between two types: schema and instance. Previous embedding approaches [TML15,
GRE+17] add annotations to words to disambiguate different types. However, this is
not applicable for embedding models working with subword information (e.g. ngrams).
Therefore, we propose to use a different encoding for each type. Each encoding is defined
by an offset. To encode a character, e.g., “a” (unicode 97), the offset, e.g., 255, is added
to the numerical unicode representation and interpreted as the resulting sign, e.g., “Š”
(unicode 352). This leads to valid encodings since all characters are ASCII signs after pre-
processing. In this way, an embedding model can differentiate for every single character
if it belongs to a header or instance data text value. Besides our application, this method
might also be useful for other typed documents, e.g., documents written in a markup
language like TeX and HTML.

7.2.4 Embedding Training

For the training of the embedding model, different word embedding techniques can be
applied to the sequences. For the applications in Section 7.3, we use the fastText [BGJM17]
approach described in Section 2.2.2 to train embedding models. This leads to flexible em-
bedding models which are able to encode any content of the HTML Web table cell (see
Requirement E1). It produces static embeddings, which can be employed for unsuper-
vised and supervised classification tasks.

7.3 APPLICATIONS FOR TABLE EMBEDDINGS

Our goal is to investigate a cross-section of applications for our table embedding models.
This encompasses the table union search task (Section 7.3.1), where the model is used
in an unsupervised setting, and two supervised tasks where the model is used on Web
tables and spreadsheets (Section 7.3.2).

7.3.1 Table Union Search

Tabular data repositories consist of thousands or millions of tables. Data discovery tech-
niques support users in finding useful tables in such repositories. One typical data dis-
covery task is the unionable table search task [MNZ+18]. Thereby, a user wants to find
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tables about a specific topic to merge them into a master table. Figure 7.2 displays two ex-
amples of incomplete movie tables, which can be used to create a master table for a more
complete overview of movies. One can find unionable tables by searching for high union-
able column pairs 〈A, B〉 as described in [NZPM18]. The authors propose three measures
for unionability, which can also be combined to an ensemble unionability measure. All
three measures define unionability as the probability that the text values in columns A
and B are part of the same domain. The best single unionability measure is the natural
language unionability based on word vector representations of the column pairs. How-
ever, calculating it for all column pairs is not possible for large repositories because of the
quadratic growth of the number of pairs. To solve this problem, the authors calculate the
mean word vectors for text values in a column as representations of the columns, which
can be stored in an index. One can then efficiently search for mean vectors with high
cosine similarity to a given column vector which is effective because the cosine similarity
correlates with the unionability as shown in [NZPM18]. For implementing the search
algorithm, one can use the nearest neighbor search techniques described in Section 4.2.
The authors utilize an LSH index specialized for the cosine distance [Cha02]. To generate
the word vectors, the authors used a fastText model trained on Wikipedia articles as fT-W
in Table 3.1. As shown in Section 7.4.2, the usage of our Web table models can improve
the unionability search.

7.3.2 Classification Tasks

We implement ML models for two different classification tasks with tabular input. Those
models utilize the pre-trained embedding models to encode the semantic of cells in the
tables. First, we introduce a classifier for the layout type of Web tables. Here the input
is similar to the tables in the training corpus. Afterward, a classifier for the cell type in
spreadsheets is introduced. Here, the tabular input is fundamentally different from the
training corpus.

Table Layout Classification

Information stored in tables on the Web has demonstrated its usefulness for several in-
formation retrieval tasks, e.g., question answering [SMH+16], building knowledge car-
ousels [CLK+16], data integration tasks like knowledge base completion [CHZ+08], and
entity augmentation [ETBL15]. All these tasks require extracting knowledge from Web
tables where the table’s layout type needs to be determined.

Problem Definition: Web tables can be classified into tables containing genuine content
with a semantically significant layout and non-genuine tables, which only align page el-
ements in the HTML document [PHLM01, EBH+15]. To extract content from genuine
tables, those tables are further categorized into four layout classes shown on the left of
Figure 7.1: ENTITY, RELATION, MATRIX, and OTHER, which is the problem we are focus-
ing on. This is based on the classification done by [LRMB16], which is commonly used
in the field. An entity table provides information on a specific entity in the form of an
infobox. Relation tables contain multiple entities, where each row lists several attributes
of one entity. A matrix table presents property values of the relation between two types
of entities mentioned in the the table’s first row and first column. While most of the
non-genuine tables are already filtered out during the extraction of Web tables, e.g., for
the construction of the DWTC corpus [EBH+15], there are still some tables used to lay-
out data that do not fit into one of the categories. Those tables get assigned to category
“Other”.
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Figure 7.3: Embedding LSTM Model

Model Definition: We developed an LSTM-based model shown in Figure 7.3. First,
for every cell content, an embedding is created. If a schema-aware embedding model
is used, we create a header cell embedding and a data cell embedding and concatenate
them. This is done since it is often not clear for a Web table if a cell contains schema
or instance information. For the pre-trained Web table embedding models, we apply
the different encoding models for header and data cells to obtain the embeddings. For
each direction (up, down, left, and right), a sequence of embeddings is created and fed
into an LSTM network. Therefore, the first four embeddings of one row or one column
are concatenated to a combined embedding. In addition, each combined embedding is
concatenated to itself multiplied element-wise with the mean of all non-zero embeddings
of the sequence NZ, which helps the model detecting cell values with an outstanding
semantic. The maximal sequence length is set to 10. Small sequences are padded to
a length of 10 and a width of 4 with zero vectors. For example, LSTM 1 in Figure 7.3
would receive a sequence defined by Equation (7.1), starting with the concatenation of
embeddings for v1,1, v1,2, v1,3, and a zero vector:

ei = e′
i ⊕

(
e′

i ◦ 1

|NZ|
10∑

j=1

e′
j

)
, e′

i = vi,1 ⊕ . . . ⊕ vi,4 (⊕ : Concatenation) (7.1)

NZ = {e′
j | j ∈ {1, . . . , 10}, e′

j Ó= 0} (◦ : Element-Wise (Hadamard) Product)

In addition, a concatenation of all embedding sequences is fed into a dense layer DenseW .
This layer calculates a probabilistic weight vector w of size 10. Each of the four LSTM
networks calculates a set of 10 outputs which are aggregated by using the weights w
and concatenated with the final status value of the LSTM. This enables the classifier to
weight the importance of the cell positions with respect to the table content. The results
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Figure 7.4: Cell Classification Model

of those calculations are fed into two dense layers DenseC1 and DenseC2 to perform the
final classification. To predict one of the four classes, we use a one-vs-all strategy [RK04]
by training the network four times for each class. We then determine the prediction by
taking the maximum value, which seems to outperform a multi-class prediction with
softmax activation.

Spreadsheet Cell Classification

Spreadsheets are widely used in industry to organize data. While this data format al-
lows humans to easily handle and modify data, it is hardly machine-readable. To extract
data from spreadsheets, it is necessary to determine whether cells contain instance data,
schema information (header cells), or metadata [KTRML16]. While this classification it-
self helps to extract data from spreadsheets, more complex spreadsheet annotation tasks
like table recognition can be done based on this classification [KTRL19].

Problem Definition: The smallest structural unit of a spreadsheet is a cell. Usually,
the creator of a spreadsheet organizes data in a sheet in the form of tables, where one
spreadsheet can contain multiple tables. Those cells can be classified based on their role
in the layout of their tables. While different classification schemes can be found in the
literature, we distinguish three main types according to the classification of [KTRL19]:
HEADER (H), DATA (D), and METADATA (M). Headers are captions of table columns de-
scribing the cells below them. In practice, tables in spreadsheets often contain multi-row
headers. Metadata cells provide additional information about a table or the spreadsheet
as a whole. Footnotes and comments are typical examples of the content of metadata
cells. In contrast to the other types, Data cells do not describe other cells but contain the
actual instance data. We consider the cell classification task as a supervised classification
problem. Thereby, an algorithm is supplied with a set of spreadsheets where the label
of each cell is provided. Based on the provided labels, it should derive a classification
function to label cells in unseen spreadsheets.
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Model Definition: To solve the cell classification problem, we propose a GNN-based
classification model. Figure 7.4 depicts its architecture. The classifier can be trained on a
corpus of multiple spreadsheets. Similar to [KTRL19], we construct a graph G = (V, E)
for each sheet to represent its spatial structure. The nodes V of this undirected graph
represent the cells. Neighboring nodes up to a distance of three cells are connected by
edges E annotated with the direction p and distance δ. Afterward, a graph neural net-
work (GNN) is trained on the graphs. This GNN uses a pre-trained embedding model
to obtain an input feature vector of the cell content for each node. It is defined by a list
of hidden layers Hm×m′

i and a message-passing function µ : E8 → R
m′

. The µ function
takes as input all edges connected to a node C0 and generates for this node an input
vector for the next layer:

µ(〈C1,C0〉, . . . , 〈C8, C0〉) = (7.2)

M(C0)⊕ . . . ⊕ M(C8)⊕ υ(d〈C1, C0〉)⊕ . . . ⊕ υ(d〈C8, C0〉)
First, the function obtains the embedding vectors of node C0 and the neighboring nodes
C1, . . . , C8 in the eight directions (see Figure 7.4) denoted by M(C0), . . . , M(C8). To con-
struct the initial embeddings, we use a pre-trained embedding model. For a schema-
aware model, a header embedding and an embedding representing an instance text value
are obtained and concatenated (see Figure 7.4) for each cell. Then, the embedding is con-
catenated with the mean embedding vector of the row and the mean embedding vector of
the column. For the intermediate layers, M(C0), . . . , M(C8) constitute the output vectors
of the last layer. The function µ concatenates the received embedding vectors with the en-
coding of the distance values. Therefore, the encoding function υ calculates the inverted
unary encoding of the distances δ − 1. For example, for a direct neighbor (δ = 1), the
value 0 is encoded by the unary encoding 000, which leads to the representation 111 after
inverting. In the same way, a distance δ = 3 is encoded by 001, the inverted unary encod-
ing of 2 (unary: 110). For missing neighbors, zero embedding vectors and the distance
encoding 000 are used. To calculate the output Xi+1 of each layer Hi, µ calculates the
input vectors from the features of the previous layer stored in the matrix N i, the matrix
Hi is multiplied, and the sigmoid activation function σ is applied to the result. Thereby,
N : V → E8 denotes the neighbor function that returns the incoming edges of the given
node.

Xi+1 = σ(N i · Hi) N i =




µ(N (Xi
1)

...
µ(N (Xi

n)


 (7.3)

The proposed GNN can be seen as a specific variant of GraphSage [HYL17]. However,
in our case, the message-passing function receives a fix-sized list instead of an unordered
set of vectors.

7.4 EVALUATION

In this section, we present the results of our evaluation of table embedding models.
Therefore, we train four different embedding models with our proposed embedding pro-
cess. In addition, we use various pre-trained word embedding and table embedding
models as baselines. In the following, we give an overview of the pre-trained models. To
evaluate if models are schema-aware, we conduct an intrinsic evaluation in Section 7.4.1.
Besides, we evaluate the performance of our embedding models in the application tasks
described in Section 7.3. Specifically, Section 7.4.2 discusses the evaluation results for ta-
ble union search, Section 7.4.3 presents the evaluation of the proposed table layout clas-
sification model, and the evaluation results of the spreadsheet classification are shown in
Section 7.4.4.
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Table Embedding Models The embedding process of Section 7.2 allows generating dif-
ferent embedding models by using different configurations. We trained the following
four table embedding models:

• Wplain : We obtain a basic Web table model by using the row-wise serializer without
a pre-processing step. Since types are not annotated without pre-processing, the
serialize does not separate between schema and instance terms.

• Wrow : For this model, we use the row-wise serializer with pre-processing. Here, the
serializer separates between schema and instance terms.

• Wtax : This model is trained on the output of the taxonomy serializer after pre-
processing and encoding the sequences according to the cell type.

• Wcombo: For this model, we use the combined serializer after pre-processing and
encoding.

The embedding technique, which we choose for training the models, is fastText [BGJM17].
For supervised tasks, we train the models to produce vectors with only 64 dimensions
to increase the efficiency of the ML models and prevent overfitting. For the unsuper-
vised tasks of Section 7.4.1 and Section 7.4.2, the models are configured to produce 150-
dimensional vectors.

Baseline Embedding Models We compare our Web table models with several base-
line embedding models. Those encompass three popular pre-trained word embedding
models mentioned in Table 3.1 in Section 3.2, a pre-trained contextualize BERT model,
and two contextualized table embedding models. For some experiments we only use the
fastText word embedding model (fT-W) since fastText is also used for training the Web
table embedding models. Thus, it can best be compared to our models. Moreover, fT-W
has also been used by [NZPM18] for the table union search (see Section 7.3.1). In the fol-
lowing we describe, how we used the models to encode text values for the investigated
application:

• fastText Wikipedia (fT-W): While this model is trained on different input sequences,
it behaves similarly to Wplain . Thus, it is able to directly encode a text value in a cell
to a static vector representation.

• Word2vec Google News (W2V-GN): This model is trained with the Skip-Gram
model [MSC+13, MCCD13] (see Section 2.2.2). Thus, it has a fixed vocabulary, and
many text values can not directly be modeled. To model text values consisting of
multiple tokens, we use the tokenization strategy described in Section 5.2.1 and av-
erage the vectors corresponding to the tokens.

• GloVe Common Crawl (GV-CC): This model trained with GloVe [PSM14] (see Sec-
tion 2.2.2) also suffers the out-off-vocabulary problem. Here, we also apply the pro-
cedure of Section 5.2.1 to model text values.

• BERT-Large, Uncased, Whole Word Masking (BERT-Large): This model1 is trained
with the contextualized embedding technique BERT [DCLT19] described in Sec-
tion 2.2.3. Usually, BERT models are designed for supervised tasks where the model
is fine-tuned. However, fine-tuning is not possible in unsupervised settings. More-
over, in deep learning models with a complex architecture, e.g., the models de-
scribed in Section 7.3.2, it might not be effective to integrate the whole BERT model.

1https://github.com/google-research/bert (Access: 08/17/21)
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Therefore, we use the bert-as-a-service framework2 with the standard configuration
to obtain static representations from a BERT model for unsupervised tasks. In this
way, a text value is tokenized, the pre-trained model is applied, and the embeddings
obtained from the last but not least hidden layer are averaged to obtain a static vec-
tor representation.

• TaPas-Base (TaPas): This model3 is pre-trained with the contextualized table em-
bedding model TaPas [HNM+20] described in Section 7.1.2. Since this model is
proposed for semantic parsing tasks over tables, e.g., question answering, it expects
a text utterance and a table as input. We use this model for the table union search
task (see Section 7.3.1) for encoding table columns. For our applications, the input is
usually different. Thus, we provide only an empty string as utterance to the model
and the input column. For inputs without a column header, an empty header string
is provided. Since TaPas can only encode a limited number of tokens, we truncate
all text values longer than 100 characters and provide only the first 100 rows to the
model. After applying the model, we average the embeddings of the last hidden
layer to obtain a static representation.

• TURL: The authors of the table embedding approach TURL [DSL+20] also provide
a pre-trained table model4. However, here no tokenization function is implemented
for pre-processing a tabular input for the model. Thus, we implemented a function5,
which encodes the input in a way similar to the data loaders implemented for the
evaluation tasks in the paper. However, it could be further investigated if other
tokenization strategies lead to superior results. For the table union search task, the
column provided is encoded as a core column. If a header is provided to the model,
we encode this as a header line with the TURL model. To obtain embeddings for
the header the corresponding embeddings of the last hidden layer are averaged. To
obtain an embedding for data cells, we take the entity embedding of the last hidden
layer.

7.4.1 Intrinsic Evaluation

In the following, we evaluate the embedding models regarding their representation of
relations between schema and instance text values. Therefore, we conduct an intrinsic
evaluation in the form of an unsupervised link prediction.

Dataset: To obtain the text value relations, we build a taxonomy graph of INSTANCE_OF
and SUBCLASS_OF relations. Therefore, we utilize a reduced version of the YAGO 4
ontology [TWS20] consisting of entities present in the English Wikipedia6 and labels from
schema.org7 ontology [GBM16]. We use the graph to obtain for each instance all related
classes. However, we ignore the generic relations to the root class “Thing”, which is valid
for all instances and not expected to be represented by the embedding models. Then, we
randomly sample 10, 000 valid instance-class relations and 10, 000 relations not present
in the dataset (negative sample set) together with their respective labels. An embedding
model M : s → R

d should assign similar vectors to the labels of entries in the valid rela-
tion set Ev and dissimilar vectors to labels in pairs of the negative sample set En. Ideally,

2https://github.com/hanxiao/bert-as-service (Access: 08/17/21)
3https://huggingface.co/google/tapas-base (Access: 08/17/21)
4https://github.com/sunlab-osu/TURL (Access: 08/17/21)
5https://github.com/guenthermi/table-embeddings/blob/transformer-table-models/

unionability_search/turl_embedding_model.py (Access: 08/19/21)
6https://yago-knowledge.org/data/yago4/en/ (Access: 02/05/2021)
7https://schema.org/docs/developers.html (Access: 02/05/2021)
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Figure 7.5: Precision-Recall Curves of Instance-Of Relations

a threshold th separates the cosine similarity values of all valid pairs from the values of
all negative sample pairs:

∀〈v1, v2〉 ∈ Ev : simcos(M(v1), M(v2)) > th (7.4)

∀〈n1, n2〉 ∈ En : simcos(M(n1), M(n2)) ≤ th

Higher thresholds lead to more undetected relations (false negatives) and lower values
to more falsely detected relations (false positives). To evaluate an embedding model, we
calculate all cosine similarity values and sort the pairs accordingly. For each position in
the resulting list, one can calculate precision and recall. For the Web table embedding
models, class terms are encoded with header embeddings and instance terms with data
embeddings.

Results: Figure 7.5 presents the resulting precision-recall curves for the Web table em-
bedding models, the fastText word embedding model, and the other popular word em-
bedding models. The area under the curve (AUC) for the schema-aware Web table em-
bedding models is much larger than the AUC of the word embedding models, Wplain ,
and Wrow model.

7.4.2 Table Union Search Evaluation

To evaluate the unionability search (see Section 7.3.1), we use a benchmark8 introduced
by [NZPM18]. It contains annotated unionable columns of tables created from real-world
data of an open data repository. To evaluate embedding models, we sample 10, 000
unionable column pairs and 20, 000 non-unionable column pairs from this dataset. After-
ward, we use the embedding model to obtain a vector for each text value in the columns
and calculate for each column the mean embedding vector. Then, we calculate the cosine
similarity values for each pair in the sample sets to create a ranking of the pairs where
high values should indicate unionability. Figure 7.6a shows the interpolated precision-
recall curves for the rankings obtained by different embedding models. The best ranking
is obtained by the Web table embedding models with pre-processing followed by the
baseline Web table embedding model Wplain . A fastText model as used by [NZPM18]

8https://github.com/RJMillerLab/table-union-search-benchmark (Small) (Access: 02/05/2021)
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(a) Column to Column (b) Column to Column Header

Figure 7.6: Precision-Recall Curves of Unionability Search

constructs a less optimal ranking. The transformer-based table embedding models TaPas
and TURL only obtain similar results like the fastText model. This might be the case
since those models are not designed for such unsupervised tasks. A fine-tuning with the
unionability benchmark might be beneficial to obtain better static embedding vectors.

For some applications, only the schema of the candidate tables is available since retriev-
ing the data of all tables is not possible or too costly. To cope with this setting, we obtain
embeddings of the headers of the candidate columns instead of mean embeddings to
pre-filter candidates. For Wtax , Wrow , and Wcombo, we use the encoding model for header
cells. Figure 7.6a shows the result obtained in this setting. Here, also Wtax and Wcombo

achieve the best performance on this much harder retrieval task. Wplain and fT − W ,
which can not implement a different encoding for header cells, achieve lower precision
values. TaPas and TURL achieve comparably worse results. Since those models are de-
signed to encode a whole table, a single header cell might not be a suitable input. Wrow

achieves the lowest AUC score since it does not model relations between header and data
cells.

7.4.3 Table Layout Classification

For our evaluation of the layout classification model (see Section 7.3.2), we use a human-
labeled dataset similar to the one used by [EBH+15]. The novel dataset contains more
tables than the previously used table collection.

128 Chapter 7 Tabular Text Embeddings



Figure 7.7: Layout Classification Accuracy

ENTITY MATRIX RELATION OTHER

Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1

RF 87.93 87.44 87.67 84.66 75.16 79.58 80.16 89.79 84.70 85.19 68.37 75.80
Wplain 87.02 90.07 88.51 77.14 83.49 80.15 86.05 84.91 85.46 81.37 72.79 76.78
Wrow 87.74 90.03 88.85 76.86 84.25 80.30 86.27 84.48 85.34 80.65 73.92 77.07
Wtax 86.97 90.47 88.66 78.78 81.78 80.15 85.46 86.35 85.88 84.36 72.66 78.03
Wcombo 87.64 89.74 88.66 78.53 81.34 79.81 85.15 86.61 85.85 83.32 73.06 77.80
fT-W 80.75 88.18 84.26 79.94 69.93 74.55 80.08 84.07 82.00 79.54 63.40 70.45

Voting Classifier

Wplain 88.08 90.79 89.40 80.76 82.31 81.49 85.65 87.76 86.69 84.54 72.83 78.21
Wrow 88.38 90.76 89.54 81.10 82.36 81.65 85.56 87.64 86.57 83.99 73.10 78.11
Wtax 87.94 90.96 89.41 81.34 80.92 81.04 85.56 87.64 86.57 83.99 73.10 78.11
Wcombo 88.45 90.30 89.35 80.90 80.29 80.52 84.76 88.67 86.65 85.59 72.61 78.53
fT-W 83.74 90.53 86.97 84.02 72.09 77.54 81.53 87.43 84.36 85.39 66.41 74.64

Table 7.1: Table Layout Classification Results

Human-Labeled Dataset: The dataset is created by experts using a Web tool specifically
designed for this purpose9. We published the dataset10 to enable others to reproduce our
result and further investigate the table layout classification problem. It contains 5,777
tables. We consider only the English tables since our embedding model is trained on
English data. Those comprise 75% of the dataset.

Baselines: We compare the results of our Web table embedding models to the random
forest model proposed in [EBH+15], which serves as a baseline (RF). To train and evaluate
the random forest model, we extract the same features engineered by the authors for all
tables in the dataset. Besides, we use the pre-trained Wikipedia fastText model (fT-W)
introduced above together with our LSTM-based classifier to compare it to our Web table
embedding models.

Model Training: All models are trained 50 times on 1,732 samples (40%). The accu-
racy is validated on 2,165 random samples (50%). 10% of the data are ignored and only

9https://github.com/jgonsior/dwtc-table-manual-classificator (Access: 02/05/2021)
10https://wwwdb.inf.tu-dresden.de/misc/web-table-embeddings/labeled_layouts/data.db.gz

(Access: 03/16/2021)
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used for monitoring the training process. We train the LSTM model with the novel Web
table embeddings and the fT-W model. As described in Section 7.3.2, we use the embed-
ding models to encode text values in the cells of the tables. However, for the English
fastText model , we do not encode the text values with a special alphabet and obtain
only one embedding per text value. The random forest classifier is trained with the
hand-crafted features of [EBH+15]. In addition, we investigated combinations of the
hand-crafted features and embedding features. However, concatenating the manually
designed structured features with the embedding features to train a classifier leads to
poor performance. This might be the case because random forest classifiers generally
perform better on structured data, and neural network classifiers achieve better results
on embedding features [AP21]. Thus, we combine the classifiers themselves by a simple
voting method that averages the prediction of both classifiers.

Results: Figure 7.7 presents the distributions of the accuracy values obtained in the
evaluation of the models. The LSTM model outperforms the baseline when using Web
table embeddings, whereas it delivers the lowest accuracy with word embeddings. In
combination with the RF baseline (Voting), the accuracy values of all embedding models
improve. A closer look reveals that the schema-aware models Wtax and Wcombo perform
slightly better than the other Web table embedding models. The mean accuracy values of
Wtax (p = 0.005) and Wcombo (p = 0.049) are significantly higher than the mean accuracy
of Wrow . Table 7.1 presents the results for each layout type. The Web table embedding
models achieve better F1 scores than the RF classifier and the fT-W model on all classes.
Wtax and Wcombo perform slightly better on tables with classes Relation and Other com-
pared to Wrow and Wplain .

7.4.4 Spreadsheet Cell Classification

In the following, we present the evaluation of our GNN-based model for spreadsheet
cell classification (see Section 7.3.2) with different embedding models. We conduct this
evaluation on a dataset of annotated spreadsheets. A random forest classifier working
with manually selected structured features [KTRML16] serves as a competitive baseline.

Dataset: The DECO dataset published in [KTR+19] provides a comprehensive collec-
tion of 854 sheets with annotations for all non-empty cells in the sheets. Cells are an-
notated with seven labels. According to [Koc20], those are assigned to the three meta
labels mentioned in Section 7.3.2: DATA (DATA, DERIVED, and GROUPHEAD), HEADER
(HEADER), and METADATA (METATITLE, NOTES, and OTHER). While the dataset con-
tains 1.7M labeled cells, most of the cells (> 94%) belong to the “Data” metaclass, and
only very few labels are Headers (< 1.7%). Therefore, we evaluate our classifier only on
181 small sheets with up to 100 cells, which have a more even distribution of the labels
(Data: 78%, Header: 13%, Metadata: 9%).

Baseline: For the cell classification problem, [KTRML16] proposes a comprehensive set
of hand-crafted features. Further, the authors in [KTRML16] evaluate several common
classifiers on those features. As the random forest classifier achieves the highest accuracy,
we use it together with the features extracted for the DECO dataset features11 as a base-
line approach in our experiments. In addition, we also used the pre-trained Wikipedia
fastText model (fT-W) as a baseline embedding model for training our proposed GNN-
based model.

11https://drive.google.com/file/d/1_xOEBfryuFzOUU6bHRZOJl8m1bYko4Wg/view?usp=sharing
(Access: 02/05/2021)
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Figure 7.8: Cell Classification Accuracy

DATA HEADER METADATA

Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1

RF 92.4 97.6 94.9 86.3 81.4 83.6 78.1 46.1 57.4
Wplain 94.8 95.2 94.9 89.4 87.7 88.5 56.5 54.9 54.8
Wrow 94.3 96.0 95.2 89.8 88.0 88.8 60.0 50.1 53.2
Wtax 94.1 96.5 95.3 88.3 87.9 88.0 64.3 48.2 53.9
Wcombo 94.2 95.7 95.0 88.5 88.1 88.3 60.0 50.3 53.2
fT-W 92.2 93.6 92.9 81.9 79.9 80.8 53.0 46.2 48.1

Voting Classifier (GNN-Model + Random Forest)

Wplain 94.5 97.9 96.2 92.2 88.8 90.4 73.2 53.6 61.2
Wrow 94.3 98.5 96.3 92.7 89.0 90.8 77.8 49.9 60.0
Wtax 94.0 98.5 96.2 91.5 88.6 90.0 79.3 48.6 59.6
Wcombo 94.1 98.3 96.1 91.8 89.1 90.4 77.4 49.9 59.7
fT-W 92.6 97.3 94.9 88.7 82.9 85.6 71.5 46.4 55.3

Table 7.2: Evaluation Results for Layout Types

Model Training: For the training of each model, we sample 50 times 72 sheets as a
training set and 90 sheets for testing. In this way, the models are required to classify
cells from unseen sheets on the test set. For the random forest classifier, we create feature
vectors from the manually designed features. Therefore, we encode categorical features
by one-hot encodings. To apply the GNN model, we create graphs for all sheets in the
training and testing set. The graphs are annotated with feature vectors obtained by an
embedding model for the content of each cell. Therefore, we use our three Web table em-
bedding models and the fastText model fT-W. As described in Section 7.3.2, we obtain for
schema-aware models two embeddings for each type and concatenate them. For Wplain

and fT-W, only one embedding is obtained for each cell. The training of the GNN is
done in 150 epochs with the Adam optimizer [KB15]. In addition, we again use a voting
method to combine the random forest classifier with the GNN-based classifiers.

Results: Figure 7.8 presents the distributions of the accuracy values of the classification
models. As one can see, GNN models trained on Web table embedding models outper-
form the GNN model trained with word embeddings and achieve similar results as the
random forest classifier. All GNN models can profit from a combination with the random
forest classifier via the voting method. Table 7.2 shows the class-specific mean values for
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precision, recall, and F1 score. The random forest model is better at recognizing meta-
data cells. This might be the case since metadata cells can be identified by the style and
font features that the GNN model does not consider. In contrast, the GNN models obtain
much better F1 scores for header cells. The voting classifiers achieve the best F1 scores
for all classes.

7.5 SUMMARY

In this chapter, we discussed the training of embedding models on tabular data. There-
fore, we reviewed techniques proposed for embedding tabular content in Section 7.1.
Those include embedding models, which produce static embedding representations for
cells in tables, and contextualized table embedding models, which are in the primary
focus of current research in this field. Then, we presented our techniques for serializ-
ing tables for training embedding models in Section 7.2. Thereby, we take into account
our requirements defined for a table embedding technique in Section 3.8, which are not
completely covered by the related work. Furthermore, we implement novel solutions for
data discovery tasks like table union search, table layout classification, and spreadsheet
cell type classification (see Section 7.3). We used the proposed embedding procedure
to pre-train several table embedding models. We then conducted in Section 7.4 a com-
prehensive evaluation on them. The results show that those models capture semantic
relations between schema text and text in instance data not recognized by word embed-
ding model trained on text (Section 7.4.1). In Section 7.4.2, we compared our embedding
models to word embedding models and transformer-based table embedding models in
the table union search tasks. In contrast to those recently proposed table embedding
models, our models are designed to obtain static embedding representations and do not
aim at encoding a whole input table. In the proposed setting, our static table embedding
models outperform those complex models. This indicates that those models are less use-
ful compared to static embedding techniques in unsupervised settings. An interesting
research direction would be to investigate how fine-tuning methods could be employed
to produce better static embedding representations of cells with those models. We fur-
ther evaluated our embedding models together with our supervised ML models for table
layout classification (see Section 7.4.3) and spreadsheet cell type classification (see Sec-
tion 7.4.4). The results demonstrate that our models are useful for a wide range of ap-
plications and a diverse set of tabular data formats. Our findings suggest that models
pre-trained on tables constitute competitive alternatives to pre-trained embeddings on
text. This is especially the case for applications where tabular and or schema information
has to be modeled.
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8
CONCLUSION

In this last chapter, we summarize the content of this thesis to provide a general overview
of the motivation, challenges, and results of our research in Section 8.1. Further, Sec-
tion 8.2 discusses directions for future work.

8.1 SUMMARY

The focus of this thesis is the integration of techniques based on word embedding models
into relational database systems. Accordingly, we began with a comprehensive overview
of word embedding algorithms and their application for data management tasks in Chap-
ter 2. In this context, we also discussed the differences between static and contextualized
word embedding techniques. The focus in this thesis lay on static embedding repre-
sentations and their integration in database systems. However, multiple methods have
been proposed to generate static representations with contextualized word embedding
models. We described the properties of word embedding representations and techniques
for the evaluation of word embedding models. We also introduce techniques like node
embedding methods and graph neural networks, which are closely related to word em-
bedding techniques and have also inspired our research. Finally, we gave an overview of
applications of word embedding models on tabular data, which serve as inspiration for
our research and can potentially benefit from it.

Chapter 3 gave a detailed overview of our goals for integrating word embeddings into
database systems. Those have a two-fold character. On the one hand, we intended to use
word embeddings to extend the text analysis capabilities of database systems. On the
other hand, our research focus encompasses the development of novel algorithms to im-
prove applications of word embedding models working with tabular data. We surveyed
existing systems for managing word embedding models and analyzed popular word em-
bedding models to identify requirements for handling word embeddings in database
systems. To further refine our research focus and challenges, we designed an system
overview with five components. Those components encompass the (a) novel word em-
bedding operations, (b) fast access methods for embedding representations, (c) novel
optimizing algorithms for embedding representations of text values in the database, (d)
solutions for recommending pre-trained embedding models, and (e) embedding tech-
niques for tabular data. For all of them, we gave motivation and analyzed the challenges
that lead to concrete requirements.
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The subject of Chapter 4 is the extension of the capabilities of database systems with
word embedding techniques. In this context, we described the system architecture and
implementation of our PostgreSQL extension FREDDY, which integrates novel word em-
bedding operations in the DBMS, and the associated Web interface. Moreover, we investi-
gated techniques for optimizing the run-time performance of the embedding operations.
Since most word embedding operations can be executed via the kNN-Join operations, we
review the scientific literature on kNN search. After discussing the advantages and dis-
advantages of current approaches for kNN search in database systems applicable for our
problem, we introduced our novel flexible algorithm for approximate kNN-Joins, which
we integrated into the FREDDY extension. This algorithm builds on the related work but
implements novel optimization techniques to better fit the requirements of word embed-
ding operations. Moreover, we integrated a novel kNN-Join algorithm for binary word
embedding representations. In our evaluation, we demonstrated that our proposed op-
timizations effectively increase the performance of the kNN-Join algorithm and the effi-
ciency of the kNN-Join operation for bit-vectors.

In Chapter 5, we investigated techniques for optimizing embedding representations of
text values in relational database systems. Therefore, we surveyed embedding tech-
niques to create vector representations that capture semantic properties of text values
obtained from relational data and text documents. Based on the concept of retrofitting,
we designed a novel algorithm with the specific goal of optimizing embedding represen-
tations of text values in database systems. This algorithm incorporates relational infor-
mation obtained from the alignment of text values in the database and foreign key rela-
tions into embedding representations derived for the text values from pre-trained word
embedding models. In addition, we designed an online algorithm to support instant op-
timization of embedding representations of text values added to the database with insert
queries. For our evaluation, we developed simple feed-forward and complex graph neu-
ral network classification models for various classification tasks. Our results demonstrate
how those ML models profit from the optimization of embedding representations.

For the recommendation of pre-trained word embedding models, Chapter 6 investigates
techniques for domain-specific word embedding evaluation. Our review on word em-
bedding evaluation techniques indicates that an evaluation based on currently available
datasets is not appropriate for deciding on a pre-trained word embedding model for a
particular domain. To solve this problem, we developed an extraction framework to
construct comprehensive word embedding evaluation datasets from a large collection of
tabular data. We employ our approach on a large corpus of millions of Web tables to
obtain a dataset covering a wide range of domains and relation types. Because of the the
dataset’s facet-structured architecture, one can obtain a detailed report on the applicabil-
ity of word embedding models for specific domains and applications. Our evaluation of
common pre-trained word embedding models on this dataset indicates that there is not
a single best model for all applications.

Finally, Chapter 7 is concerned with methods for training embedding models on tabular
data. Here, we investigated static and contextualized embedding techniques for tables
and their limitations. Current techniques cannot differentiate between cells modeling
schema and instance data, suffer from the out-of-vocabulary problem, or are not effective
for obtaining static embedding representations. We presented a novel embedding ap-
proach covering all those aspects. In our evaluation, we demonstrated that our approach
effectively models relations between schema information and instance data. Moreover,
we showed that models pre-trained with our approach are applicable for several different
application tasks and tabular data formats.
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8.2 DIRECTIONS FOR FUTURE WORK

Developing embedding models for text, tabular data, and other data formats is still an ac-
tive research field. Moreover, embedding techniques and their applications for database
systems and tabular data gain more and more attention in the data management commu-
nity. Accordingly, further integrating word embedding techniques and database systems
is definitely an interesting topic for future research. In the following, we present some
promising directions, which arise from our work on this topic:

Novel word embedding operations: The novel word embedding operations, which we
integrate into FREDDY, already offer a wide range of novel text analysis capabilities.
However, word embedding models offer many other query opportunities one could in-
tegrate into relational database systems. Specifically, systems like TabVec [GGS18] allow
users to label objects based on the clustering of embedding vectors. More comprehensive
clustering operations could support such applications, e.g., for fitting a clustering to a
given set of labels. Moreover, techniques like [MLS13] allow the projection of embedding
representations between different models. Integrating such techniques into database sys-
tems would enable novel operations like cross-lingual similarity search. Besides, con-
textualized embedding models offer a wide range of new query possibilities, e.g., high
performance in tasks like question answering [DCLT19, HNM+20] and table summariza-
tion [GCS19]. First attempts to integrate those capabilities into database systems have
been made by NeuralDB [TYS+21], which offers an efficient query engine for answering
natural language queries over a database storing a large document collection.

Deep integration of kNN-Join algorithm: Our novel kNN-Join algorithm already a-
chieves large performance gains in comparison to a naïve algorithm. However, deeper
integration of our proposed index structures into PostgreSQL could lead to further per-
formance improvements. In [YLFW20], the authors propose a deep integration of index
structures based on product quantization into PostgreSQL, which leads to significant per-
formance gains. By further integrating our index structures into PostgreSQL, one could
also address the optimization of queries involving multiple kNN-Join operations and em-
bedding models. Moreover, in our search algorithm, one could integrate techniques for
an automatic configuration of the hyperparameters for specific precision and execution
time requirements. In this way, the usability of the algorithm could be increased.

Support a wider range of embedding models: While this thesis restricts its focus on
embedding models for text values in the database, it would be useful to support em-
bedding representations for other data types. While some techniques developed in this
thesis, like the kNN-Join algorithm, could be easily used for vector representations like
image descriptors [Low04] and node embeddings (see Section 2.2.6), different embedding
representations might require different operations. Moreover, our relational retrofitting
algorithm can not take non-textual values into account. We presume that embedding
representations of text values could be improved by techniques for including numerical
values and embedding representations of non-textual content into RETRO.
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A
CONVEXITY OF RELATIONAL RETROFITTING

In the following, we prove the convexity of Ψ(W ) under certain hyperparameter config-
uration. We published this proof already in [GTL19b].

In the definition of the function Ψ(W ) in Section 5.2.2, W is procesed row-wise. Here,
we consider each of its elements wi,j separately in function Ψ. This is possible since the
quadratic Euclidean distances can be split in a sum of quadratic differences of coordinate
values.

Ψ(W ) =
D∑

d=1

n∑

i=1

[
αi(wi,d − w′

i,d)
2 + βjΨC(wi,d, W )

+ ΨR(wi,d, W )
]

(A.1)

Ψ(W ) can be split in Ψ(W ) = Ψ̂(W ) + Ψβ(W ) + Ψγ(W ):

Ψ̂(W ) =
D∑

d=1

n∑

i=1

[
αi(wi,d − w′

i,d)
2

−
∑

r∈R

[ ∑

k:(i,k)∈Ẽr

δr
i (wi,d − wk,d)

2
]]

Ψβ(W ) =
D∑

d=1

n∑

i=1

(
wi,d −

∑
j∈C(i)

w′
j,d

|C(i)|
)2

Ψγ(W ) =
D∑

d=1

n∑

i=1

∑

r∈R

[ ∑

j:(i,j)∈Er

γr
i (wi,d − wj,d)

2
]

(A.2)

We utilize the fact, that a sum of convex functions is also convex. It is easy to see that
Ψβ(W ) and Ψγ(W ) are convex functions if all γr

i and βi values are positive. Ψβ(W ) is a
simple D-dimensional quadratic function and thus convex. Ψγ(W ) consists of sums of
squared differences which are themselves convex functions. Hence, in order to prove the
convexity of Ψ(W ), it is sufficient to prove convexity for Ψ̂. As a next step, we create the
Hessian matrix of all second partial derivatives:

H =




∂2Ψ̂(W )
∂w2

1,1
. . . ∂2Ψ̂(W )

∂w1,1,∂wn,D

...
. . .

...
∂2Ψ̂(W )

∂wn,D,∂w1,1
. . . ∂2Ψ̂(W )

∂w2
n,D




(A.3)
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∂2Ψ̂(V )

∂w2
i,d

=2
(
α −

∑

r∈R

[ ∑

k:(i,k)

∈Ẽr

(δr
i + δr̄

k)
])

∂2Ψ̂(V )

∂wi,d, ∂wk,d
=

∑

r∈R

φ(i, k, r) if i Ó= k

φ(i, k, r) =

{
4δr

i (i, k) ∈ Ẽr

0 otherwise

∂2Ψ̂(V )

∂wi,d, ∂wj,d′
=0 if d Ó= d′ (A.4)

Ψ̂(W ) is convex if and only if the Hessian matrix is positive semi-definite. According to
the parameter configuration defined in Section 5.2.3, the following condition holds:

(i, k) ∈ Ẽr =⇒ (k, i) ∈ Ẽr̄ ∧ δr
i = δr̄

k (A.5)

This leads to the following equivalence:

∂2Ψ̂(V )

∂wi,d, ∂wj,d′
=

∂2Ψ̂(V )

∂wj,d′ , ∂wi,d
(A.6)

Subsequently, H is a symmetric matrix. An interesting matrix property to consider for a
symmetric matrix (aij) is the diagonally dominance. A matrix is diagonally dominant,
if in every row i the magnitude of the element on the diagonal |aii| is greater or equal
than the sum of magnitudes of the remaining elements

∑
j Ó=i|aij |. If a matrix is diago-

nally dominant, it is also positive semi-definite. Therefore, the following is a sufficient
condition to show that Ψ̂(W ) is a convex function.

∀i ∈ {1, . . . n × D} : |hij |≥
∑

j Ó=i

|hij |

∀i ∈ {1, . . . n}, d ∈ {1, . . . , D} :
∣∣∣
∂2Ψ̂(W )

∂w2
i,d

∣∣∣ ≥
∑

j Ó=i

∣∣∣
∂2Ψ̂(V )

∂wi,d, ∂wj,d

∣∣∣

2
∣∣∣αi −

∑

r∈R

[ ∑

j:(i,j)

∈Ẽr

(δr
i + δr

j )
]∣∣∣ ≥

∑

j Ó=i

∣∣∣
∑

r∈R

φ(i, j, r)
∣∣∣

∣∣∣αi −
∑

r∈R

[ ∑

j:(i,j)

∈Ẽr

2δr
i

]∣∣∣ ≥
∑

r∈R

∣∣∣
∑

j:(i,j)

∈Ẽr

2δr
i

∣∣∣ (A.7)

If we assume that for every i and r the values ai and δr
i are positive, the solution of this

inequality results in Equation (A.8):

αi ≥ 4
∑

r∈R

[ ∑

j:(i,j)

∈Ẽr

δr
i

]
(A.8)
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B
EVALUATION OF THE RELATIONAL

RETROFITTING HYPERPARAMETERS

For the evaluation of the relational retrofitting hyperparameters α, β, γ, and δ, we per-
formed a grid search for the binary classification of directors of the TMDB dataset (see
Section 5.8). We applied the feed-forward neural network described in Section 5.4.3 on
the relational retrofitted vectors and the embeddings obtained by the concatenation with
node embeddings as described in Section 5.4.4. Figure B.1 shows the average accuracy
values.
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(a) Only Retrofitted Vectors

(b) Retrofitted Vectors combined with DeepWalk Embeddings

Figure B.1: Influence of Hyperparameters on Binary Classification for Relational Retro-
fitting with Ψ Function
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