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Abstract

Lab-on-chip systems are becoming increasingly important for medical diagnostics and
drug discovery. Large laboratory equipment for the analysis and synthesis of substances are
miniaturized on a microfluidic chip attached to a portable device. It offers a high throughput
and samples can be assessed on site at low cost. Microfluidics are the key technology for
lab-on-chip systems and fluidic logic circuits, which evaluate and classify achieved results. Mi-
crofluidic systems consist of channels, pumps, mixers, reactors, microvalves and other parts.
At the TU Dresden, an autonomous microvalve based on hydrogel actuation has been de-
veloped in a miniaturizable scale. It enables complex large-scale microfluidic systems which
need to be analyzed with sophisticated design methods and algorithms to accurately predict
the behavior on the computer before starting a time-consuming manufacturing process of
prototypes.

In this work, a design platform for the modeling, simulation and optimization of fluidic
components and their interactions in larger systems is developed. A hydrogel-based stimulus-
sensitivemicrovalve is the core element of themicrofluidic toolbox. Essential material proper-
ties as swelling-stimuli functions and the cooperative diffusion are extracted from measure-
ments. The results provide necessary input data for finite element simulations in order to
extract characteristic properties of the mechanical and fluid domains. Finally, the behavior
of the microvalve and other fluidic library elements is implemented in Matlab Simscape for
component and system simulations. Case studies and design optimization can be realized in a
very short time with high accuracy. The toolbox is suitable for research and development and
as software for academic education. The library elements are evaluated for a chemofluidic
NAND gate, a chemofluidic decoder and a chemofluidic oscillator.
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Zusammenfassung

Lab-on-Chip-Systeme sind für diemedizinischeDiagnostik und dieWirkstoffforschung von
Interesse. Laborgeräte für die Analyse und Synthese von Substanzen werden auf einem Chip
integriert. Sie bieten einen hohenDurchsatz und analysieren Proben vorOrtmit geringen Kos-
ten. Die Mikrofluidik ist eine Schlüsseltechnologie für Lab-on-Chip-Systeme und für nachfol-
gende fluidische Schaltungen zur Bewertung und Klassifizierung der Ergebnisse. Diese Syste-
me bestehen unter anderem aus Kanälen, Pumpen, Mischern, Reaktoren und Mikroventilen.
Ein autonomes undminiaturisierbares Ventil auf der Basis von Hydrogelaktuatorenwurde an
der TU Dresden entwickelt und in fluidische Systeme integriert. Für den Entwurf sind moder-
ne Simulationsmethoden und -algorithmen notwendig, um das Verhalten am Computer zu
bewerten bevor ein zeit- und kostenintensiver Herstellungsprozess von Prototypen gestartet
wird.

In dieser Arbeit wird eine Entwurfsplattform für dieModellierung, Simulation undOptimie-
rung von fluidischen Komponenten und derenWechselwirkungen in größeren Systemen ent-
wickelt. Ein Mikroventil auf der Basis von stimulussensitiven Hydrogelen ist das Kernelement
des Entwurfstools. WesentlicheMaterialeigenschaftenwie dasQuellverhalten und der koope-
rative Diffusionskoeffizient werden zu Beginn mit Messungen ermittelt. Mit Finite-Elemente-
Simulationen werden aus diesen Daten charakteristische Kennwerte für das mechanische
und fluidische Verhalten bestimmt. Sie bilden die Basis für komplexe Systemmodelle in Mat-
lab Simscape, welche das Mikroventil und weitere fluidische Grundelemente in ihrem Zu-
sammenwirken beschreiben. Verschiedene Konzepte können in kurzer Zeit und mit hoher
Genauigkeit analysiert, optimiert und verglichen werden. Die Toolbox eignet sich für die For-
schung und Entwicklung sowie als Software für die akademische Ausbildung. Sie wurde für
den Entwurf eines chemofluidischenNAND-Gatters, für einen chemofluidischenDecoder und
für einen chemofluidischen Oszillator eingesetzt.
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Chapter 1

Introduction to Microfluidic Systems

content of chapter

1.1 Chemofludic Enables Scalable and Logical Microfluidics . . . . . . . . . . . 2
1.2 Focus of this Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Microfluidics focuses on the development of regulated, intelligent microsystems that are
able to handle, dose, measure and analyze small amounts of liquids or gases in a confined
space, typically in the sub-millimeter range. It plays an important role in the development of
miniaturized analysis systems, e.g. Lab-on-a-Chip for medical technology and biotechnology,
but also can include process technology, sensor technology and consumer goods [1]. Microflu-
idics can therefore be a key to challenge the spread of Covid-19 and are an essential building
block for IOT in health care [2].

Especially microfluidic systems for diagnostics are usually arranged in a polymer chip and
consist of multiple components such as pumps, channels, junctions, mixers, switches and
reaction chambers. These chips have a wide variety of applications, ranging from chemical
processing such as mixing multi-phase flows with high-precision [3], enzyme cascade micro-
reactions [4]–[6] to the generation of material samples in the micrometer and nanometer
range, which is often impractical with conventional macroscopic technologies [7].

One of the most prominent application for microfluidic devices are Lab-on-a-Chip sys-
tems. These microfluidic chips often emulate a very complex environment to enable cell
metabolism and growth. For example, when examining lung cells, they not only have to be in
an environment with adequate nutrition, but also the stretchingmovement of the lungsmust
be stimulated for optimal adaptations [8], [9]. For body cells, in-vivo cell systems must repli-
cate further conditions such as gravity, pressure, shear stress and other physical or chemical
parameters to mimic their place of origin. Once the artificial environment has been adapted,
reliable cell studies [10]–[12] are possible. As an example, the cell responses to viruses and
the correspondingmedications can now be examined and enable specialized point of care di-
agnostics [13], [14]. It is even envisioned to replicate entire organ reactions (organ-on-a-chip)
[8], [15] and body metabolism (human-on-a-chip) [9] in order to test the effectiveness and
its doses of the medication preclinically. These systems actually use human cells to avoid ex-
pensive and ethically contentious animal experiments which are known to not adequately
replicate the human organism or its metabolic mechanisms [12].

Microfluidic systems are also required in a new area of biological tissue engineering. There
the goal is to assemble cells into living biological tissue that structurally and morphologically
represent the same targeted biological functions. The microfluidic systems must be able to
provide nutrition and chemical substances to the cells and must simultaneously allow for
sensing and analyzing the cell response by differentmeasurement technologies [16]–[18]. The

1



Chapter 1 Introduction to Microfluidic Systems
challenge is that, in contrast to classic polymer lab-on-chip systems, 3D tissues have to be as-
sembled with high precision and all chemical and nutrient gradients have to be adequately
taken into account. This poses many challenges in terms of material, technology and design,
but could potentially save many lives if, for example, the entire organic system can be manu-
factured ex vivo and without animal support [19].

1.1 Chemofludic Enables Scalable and Logical Microfluidics

Since the 1990s, Lab-on-a-Chip systems have regularly shown great potential for the integra-
tion of fluidic circuits and promise to revolutionize complex laboratory processes with high
palatalization capabilities [12], [20]–[22]. However, during the Covid-19 pandemic, when mil-
lions of the same tests were taking place, no Lab-on-Chip system could be considered for the
required detection. Instead, comparable labor-intensivemethods are used to extract the RNA
by pipetting and perform real-time PCR [23]. The reason ismost likely that classic Lab-on-Chip
systemsmainly consist of passive elements and are often only controlled by external devices.
There is a lack of real autonomous processing with active components such as a microfluidic
transistor, which hinders the use of microfluidic systems for real applications. Many different
concepts have been proposed for the development of microfluidic valves, which are often
used either electromagnetically [24] or electrostatically [25], piezoelectric [26] or pneumati-
cally [27].

It is postulated that microfluidic devices can only be used successfully if real logical mi-
crofluidic systems are developed [28].Most of thework is focused onmicropneumatics where
a gas pressure can squeeze an adjacent membrane-insulated channel and thus control the
fluid flow. This intuitively leads to controllable microfluidic designs, and similar to microelec-
tronics, many combinatoric circuits [29], [30], flip-flops, a four-bit processors [31] or a 12-bit
counters [32] could be implemented.

In general, micropneumatic devices scale through the application of micro-technologies,
but the increase in chip functionality is proportional to the required external devices such
as electromagnetic valves and pumps that must be handled by a computer-controlled sys-
tem. A solution to this scaling problem could be a microfluidic platform based on hydrogel,
which was first introduced in [33]–[35]. There a hydrogel is used to control the flow of fluids
based on the environmental stimuli. Hydrogel-basedmicrovalves have a transistor-like behav-
ior and can be compared to transistors in microelectronics. It is noteworthy that thermally
controlled hydrogel-based microvalves require an additional electronic layer, which is why
only chemically powered microfluidics can really scale without external devices. Chemoflu-
idic logic circuits such as AND, OR, NAND and NOR [6], [36], a chemofluidic oscillator [37] and
an analog-digital decoder have already been demonstrated and are modeled in Section 7.3.
In chemofluidics, non-electronic and autonomous preprogrammed circuits can be developed
that are used for diagnostic assays such as drug and cell studies in high throughput screening
applications [38]–[40].

These IC demonstrate the flexibility of chemofluidic systems, and the independent func-
tion can now be scaled down to the minimal volume requirements. MEMS-compatible meth-
ods that are comparable to microelectronics are used to produce these microfluidic circuits.

2



Chapter 1 Introduction to Microfluidic Systems
Now a scaling law like Moore’s law could be derived. To ensure the potential success of the
hydrogel based chemofluidic platform, three cornerstones must be fully mastered:

1. Material

2. Technology

3. Design Automation

Due to the photo patterning of hydrogels with a reversible volume phase transition, they
can be integrated into the MEMS concept [35], [41], [42]. With the help of soft lithography [43]
and further developments in the 2.5-dimensional process [44], competitive manufacturing as
known frommicroelectronics can be established for scalable volume-dependent microfluidic
circuits. Compared to microelectronics, however, design automation in microfluidics is criti-
cally underdeveloped. Simulation tools for the flow behavior in microfluidics are known [45],
but in particular there is no transistor-based platformwith bidirectional chemofluidics. A pos-
sibleMDA concept must offer an IC platform for microfluidics which captures the pressure-
flow-relationship and the stimulus transport simultaneously. The library elements must be
comprehensive, adaptable and user-friendly tomodel various applications without long train-
ing periods. The aim of this work is therefore to provide essential design strategies for the
initiation of these tools.

1.2 Focus of this Work

Challenging in modeling of active polymeric systems are the complex and nonlinear inter-
actions of different physical domains. It is not just the nonlinear hyperelastic material law,
which is often represented by Mooney-Rivilin solids in computational mechanics. Difficulties
arise in modeling of stimulus dependent swelling functions for hydrogels which show satura-
tion effects and hysteresis depending on the signal history. The static and dynamic swelling
response must be described accurately in order to analyze the volume phase-transition and
the related fluid flow through the micro-valves. The synthesis process of hydrogels affects
all these nonlinear material properties. Even in the same batch, strongly different properties
could be observed.

For the resulting chemofluidic component description, versatile and complex nonlinear be-
havior need to be implemented, which is conceptually flexible for an entire range of hydrogel-
based chemofluidic circuits. In the proposed chemofluidic toolbox, governing equations are
described by material, physical and dimensional parameters which have to be adapted to
the material composition of the hydrogel and the current layout of the functional elements.
The component behavior is either defined by analytical equations derived from the theory, ex-
tracted from finite element simulations results or taken frommeasurements. A sophisticated
computer-aided design process is vital to develop advanced systems in shortest time.

Several modeling approaches for microfluidic systems have been published recently [45],
[46]. They are focused on a special application and model components by analytical terms.
For instance, the Hagen-Poiseuille equation defines the fluidic resistance in microchannels
andmicrovalves. Thosemodels are appropriate for conceptual design but cannot provide the
accuracy which is needed for the final stage of product development. In this work, it will be
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Chapter 1 Introduction to Microfluidic Systems
shown, that the flow channel in hydrogel-based microvalves is a complex three-dimensional
structure and requires CFD simulations to determine the true volume flow rate for given
stimuli signals.

The goal of this thesis is to develop an automated modeling and simulation approach for
microfluidic systems with a special focus on hydrogel-based microvalves:

◦ The proposed model generation process should be easy to use and allow great flexibil-
ity in designing a variety of systems for microfluidic applications. Frequently used core
elements are implemented in a library of the microfluidic toolbox. The elements can
then be placed as a custom library element in a user defined model and parameters
are set or modified through a mask in a GUI. The interface ports operate bidirectionally
for both, the fluid flow and the stimulus transport which reduces the wiring effort of
microfluidic circuits [47].

◦ The implemented models support fast and accurate transient simulations. Many spe-
cific functional details have been assigned to the library elements to improve the perfor-
mance. For instance, the hydrogel-based microvalve allows for arbitrary swelling func-
tions, considers static and transient hysteresis effects in the hydrogel, models the tran-
sient response based on the cooperative diffusion coefficient and evaluates the fluidic
resistance from data obtained by CFD simulations.

◦ Characteristic material parameters for new hydrogel compositions can be automatically
extracted by experimental characterization for modeling and simulation. A computer-
controlled test stage measures the swelling response at different stimuli by optical in-
spection. The area change of the hydrogel is determined by an image recognition pro-
cedure and provides necessary data for the volume swelling degree in subsequent sim-
ulation models.

◦ A one-way fluid-structure interaction (1-FSI) routine in the finite element programANSYS-
CFX has been developed to extract fluidic resistance functions for new microvalve de-
signs. The routine models swelling of hydrogels by a thermo-mechanical analogy rela-
tionship whereby the coefficient of the instantaneous thermal expansion is adapted
to the measured swelling response. It provides 3D models of the hydrogel at different
swelling states which are transferred by moving wall boundary conditions to the fluidic
domain. Transient CFD-simulations extract data for fluidic resistances which are utilized
in the system model library elements.

◦ The microfluidic toolbox should be implemented in a software environment which is
widely used in academic education and industrial research. The software should be
suitable for microfluidic designs and provide interfaces for other system components.
Matlab supports signal flow graphs and generalized Kirchhoffian networks in onemodel
at the same time. It offers toolboxes for function fit procedure, symbolic mathemat-
ics, image recognition routines and signal processing. Not only the simulations but also
the preparation of new library elements and the evaluation of simulation results (post-
processing) can be realized in the same modeling environment.

◦ A layout synthesis concept is envisioned for the future. The concept is shortly introduced
at the end of this work. The layout synthesis is an optimization routine, which modifies
design and layout parameters, places the element to certain positions and connects the
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Chapter 1 Introduction to Microfluidic Systems
fluid channels automatically to the interface ports. At the end of the layout synthesis, the
tool creates the mask layout and provides characteristic data for the microfabrication
of prototypes.

This work is structured into 8 chapters with additional information in the appendix. As
shown in Figure 1.1, each chapter is organized sequentially, whereby the most important
results are required as inputs for the topics covered in the next chapters.

2. Fundamentals in (1) Material, (2) Technology and (3) Modeling

4. Characterisation with (1) Aquisition, (2) Evaluation and (3) Model Adaption

5. Finite-Element Description
5.3 Volume Phase-Tranistion 

5.4 Computational Fluid Dynamics

6. Signal-Flow Description  6.1 CVPT

6.1.1 Static Hysteresis

6.1.2. Static Phase-Transistion

6.1.3. Transient Phase-Transition

6.1.4 Closing Pressure

6.1.5 Fluidic Conductance

7. Network Description
7.1 Microfluidic Components

7.4 Layout Synthesis

7.1.1 Sources
7.1.2 Resistor
7.1.3 Junctions

7.1.4 CVPT

7.3.1 AND Gate

7.3.2 Decoder

7.3.3 Oszillator

3.1 Static 3.3 Hysteresis3.2 Transient 

Physical Design Finite Element Approach System Level Design
3. Analytical Description

Figure 1.1: Overview of the chapters and its dependencies.
Chapter 1 begins with an introduction to the work. It illuminates the latest developments

in the field of microfluidics and focuses in particular on chemofluidic logic circuits. Chemoflu-
idic logic circuits enable autonomously working lab-on-chip systems for medical, chemical
and biological applications. Chemofluidic logic circuits require special design tools that record
stimulus-dependent flow rates in microfluidic systems. Such software does not yet exist. Re-
quirements and key elements for a sophisticated Microfluidic Design automation (MDA) tool-
box are explained in detail.

Chapter 2 introduces hydrogel as a functional material, its synthesis, the fabrication pro-
cess of a microfluidic chip and general design methodologies for microfluidic components
and systems. The chapter defines essential parameters and physical properties, which de-
scribe hydrogels as an active and smart material in microfluidic applications. It follows a
summary of modeling and simulation techniques and the computer-aided design processes,
which are used to describe active microfluidic systems.
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Chapter 1 Introduction to Microfluidic Systems
Chapter 3 focuses on the theoretical background and related analytical and numerical

methods for describing the swelling behavior of hydrogels. It starts with the quasi-static re-
sponse, which can be used for slowly varying processes. It provides the theoretical basis for
the volume phase-transition, which is represented by sigmoidal functions in subsequent sim-
ulation routines. Transient effects are based on the theory of Tanaka and Doi. The rise time
can be estimated analytically for basic shape elements such as rods or spherical hydrogels.
Finite element routines provide access to any structure, with the swelling reaction beingmod-
eled by thermal expansion. The final part is the theoretical background for modeling static
and dynamic hysteresis effects in system-level simulations.

Chapter 4 deals with the development of a computer-aidedmeasurement routine for the
transient swelling response of hydrogels with the aim of reducing manual labor, increasing
throughput and improving accuracy and repeatability. The measurement setup and the eval-
uation software enable the bulk characterization of individual hydrogel samples in order to
record statistical properties and estimate optimal parameters for a minimal loss of yield. The
data acquisition routine is based on LabVIEW and records the behavior with up to 10Hz. The
following image processing routines in Matlab evaluate the characterization results in paral-
lel. A fully integrated, GUI-based design and measurement process was implemented, which
is intuitive to use and predicts the experimental results for further use in component and
system models.

Chapter 5 is focused on finite element modeling of microfluidic components. Analytical
descriptions exist only for simple shape elements such as straight channels or ideal junctions.
Hydrogel based micro-valves are three-dimensional components and its behavior can hardly
be approximated by analytical terms. Three-dimensional finite elements simulations are nec-
essary to determine the swelling response of hydrogels and the related change of the fluidic
resistance in the flow channel. The hydrogel swelling ismodeled by thermomechanical expan-
sion whereby the related material parameters have been adapted to measurement results
obtained in the previous chapter. Furthermore, the fluidic resistances are simulated for differ-
ent swelling states in ANSYS-CFX. Moving wall boundary conditions are implemented in the
FSI) routine to capture the changed channel topology during transient simulation steps. Finite
element results are utilized in further system simulation models by fit functions or lookup ta-
bles.

The most complex and essential component in chemofluidics is the microvalve. In
Chapter 6, a detailed signal flow graph is developed to model the stimulus dependent
fluid flow through the micro-valve. Hysteresis effects, the quasi-static and transient volume
phase-transition, the elastic compression of the hydrogel on the walls, the associated
closing pressure and leakage rate as well as the fluid flow behavior are implemented and
tested in Matlab/Simulink library elements. It was shown that the physical behavior and
the interactions of fluid and stimulus domains can be simulated precisely and efficiently.
Difficulties arise from algebraic loops in larger models.

A current limitation in Matlab/Simulink is that cascading signal flow models and network
models are not supported. Therefore, the previously discussed signal flowmodels are revised
and implemented in Matlab/Simscape. Chapter 7 discusses the final modeling approach, in
which microfluidic library elements are represented by a combination of signal flow models
and network model components. It could be shown that the volume phase-transition can be
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efficiently described by signal flow graphs and the bidirectional pressure-flow relationship
by generalized Kirchhoffian network elements. The implemented library elements were used
to model a chemofluidic NAND gate, an analog-digital decoder and a chemofluidic oscillator.
Finally, a 2D layout synthesis routine is envisioned, which extracts the mask layout for certain
design and process settings.

Chapter 8 summarizes the previous chapters and highlights most important results and
their implications. Based on the achieved results, a short overview of possible next steps
is given to further improve the simulation capabilities for scalable integrated chemofluidic
circuits.
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Chapter 2

Fundamentals for Hydrogel-based Lab-on-Chip
Systems

content of chapter

2.1 Basic Hydrogel Material Behavior . . . . . . . . . . . . . . . . . . . . . . . . 9
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2.3 Introduction to Modeling and Simulation Techniques . . . . . . . . . . . . . 16

This chapter introduces hydrogels as a functional material, its synthesis and the used fab-
rication process of chemofluidic chips with hydrogel components. Based on these materials
and behaviors, the general design methodologies are derived which are used in this work to
describe active microfluidic components and integrated circuits.

This thesis is focused onmodeling, simulation and characterization ofmicrofluidic devices.
However, design and characterization of new products require fundamental knowledge of
manufacturing technologies and physical effects of involved components and materials. The
first section of this chapter defines essential parameters and physical properties which de-
scribe a hydrogel as an active and smart material in microfluidic applications. The next sec-
tion gives a brief overview of the synthesis and the used microfabrication process of the
hydrogel-based chemofluidic circuits. Finally, the third section introduces modeling and sim-
ulation techniques and the computer-aided design process which are used to describe active
microfluidic systems.

2.1 Basic Hydrogel Material Behavior

Hydrogels are functional materials which consist of a water volume (hydro-) and a polymer
network volume (-gel). The amount of solvent which is stored in the gel can be controlled
by different stimuli. It leads to dimensional changes known as swelling. This change in vol-
ume and shape can be utilized for several sensor and actuator applications. A stimuli-driven,
hydrogel-based transistor for chemofluidic logic circuits will be discussed and is the main
focus in this work.

Since hydrogel was first reported in 1948 [48], numerous papers and reviews on the capa-
bilities of hydrogels, its material properties and the general physical and chemical behavior
have been published [49]–[51]. Those material data provide valuable information for mod-
eling and simulation of hydrogels in fluidic devices. However, if the composition of the hy-
drogel or the process conditions are changed, the resulting material properties often vary
significantly. For this reason it is recommended to measure the basic parameters for every
synthesized hydrogel, categorize them and according to the design specification select the
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Chapter 2 Fundamentals for Hydrogel-based Lab-on-Chip Systems
proper materials, to reliably manufacture chemofluidic devices. Through automated charac-
terization and system-oriented descriptions it does not necessarily result into an increase
in labor. Since component and systems models in this work are based on phenomenologi-
cal quantities, they can be easily measured and adapted to other materials properties and
geometric layouts for any given design task.

2.1.1 Basic Swelling Behavior

One of the most investigated hydrogels is Poly(N-isopropylacrylamide) (PNIPAAm), which
is sensitive to many stimuli such as temperature [52], chemical concentration levels (e. g.
ethanol in water) [53], [54], bio-molecules [55], [56], electric fields [57] or the pH values [58]. It
makes hydrogel very attractive for sensor and actuator applications, but the variety of stimuli
causes cross-talk when different signals are overlaid at the same time. In most articles, the
temperature stimulus has been investigated and exploited for practical applications.

Thermoresponsive hydrogels show a typical swelling behavior especially around a so
called lower critical solution temperature (LCST). When the ambient temperature is increased,
the polymeric chains are more attracted to each other and start to entangle. Thereby, these
chains reduces the hydrophilicity and squeezes the solvent out of the gel. The hydrogel
shrinks to the collapsed state. When the ambient temperature is decreased, the polymeric
chains disentangle whereby the hydrophilicity increases and ambient solvent is absorbed
by the material. The hydrogel swells and the material changes to the swollen state. A third
state is the dried state, in which there is no solvent in the gel and only the polymer network
remains. Then, the hydrogel has its smallest size. It is a possible reference level, but it can
not be used for the targeted microfluidic applications [59].

2.1.2 General Properties of Hydrogels

The practical operating range of hydrogels for chemofluidic systems is between the collapsed
and the swollen state. Changes in size during the swelling process are described by a charac-
teristic length l(T ) which might be the thickness of thin gels or the radius of spherical gels. It
is a dimensional parameter of the hydrogel which is relevant for modeling of microfluidic de-
vices and effects the functional behavior. In the collapsed state, the characteristic length has
itsminimal value defined by l0. In the swollen state, the characteristic length has itsmaximum
value defined by l1. The swelling ability is described by the total length change ∆l = l1 − l0which is calculated from the upper and lower bounds of the characteristic length in the oper-
ating range.

Since most hydrogels swell isotropic, the characteristic length l(T ) can be converted into
other dimensional parameters or functions which describe the surface or the volume of the
hydrogel with regard to the stimulus. For modeling and simulation, it is convenient to de-
fine material parameters which do not depend on the size of the specimen. For this reason,
swelling-stimulus functions are defined by ratios where the characteristic length l(T ) or the
volume of the gels V (T ) are divided by reference values which are usually taken from the
collapsed state (e.g. l0, V0). The relative volume change is known as volume swelling degree
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Q(T ) = V (T )

V0
and its inverse is referred as polymer volume fraction φ(T ) = 1

Q(T ) . Both func-
tions describe the quasi-static swelling behavior of hydrogels.

Another important parameter is the threshold temperature at which the hydrogels tran-
sitions from the swollen to the collapsed state. For the case of PNIPAAm, this temperature
is called lower critical solution temperature (LCST). If the hydrogel can only transition once,
then the process is called volume phase-change. If the this transition is fully reversible, then
the process is called volume phase-transition. This volume phase-transition is not a sudden
change at the threshold temperature, rather the hydrogel change the swelling state smoothly
in a certain temperature range. Especially for continuous systems, volume phase-transition
hydrogels are utilize in applications like microfluidic transistors [36], [38], [60], [61] or chemi-
cal sensors [62]–[64]. For one-time processes, which are common in e.g. diagnostic, volume
phase-change hydrogels can be used. This work will focus on reversible phase-transition hy-
drogel behaviors, because a reversible phase-transition description can also describe phase-
change behaviors with onlyminimal adaptions. In this work, the phase-transition is described
by a sigmoidal function either as a characteristic length l(T ) or the volume swelling degree
Q(T ) with regard to the stimulus as a temperature T or a concentration C.

For the transition temperature a characteristic property of the hydrogel is the ratio of
hydrophilic and hydrophobic polymeric components within the macro-molecular structure
of the copolymer [65], [66]. Thermoresponsive hydrogels are divided into two categories. The
first category shows a phase separation at increasing temperatures and the transition point is
referred LCST. Hydrogels of this type shrink at increasing temperatures and amore extensive
discussion with the focus on the thermodynamic phenomenon will be given in Section 3.1.1.
The other category shows a phase separation for decreasing temperatures and the transition
point is referredUCST. Hydrogels of this type swell with increasing temperatures. The physical
background and the synthesis of both hydrogel types are discussed in [67].
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Figure 2.1: LCST values extracted from thepolymer-solventmixture plot and from the volume-phase transition curve.
The terms LCST and UCST are related to the phase transition of polymers in a solu-

tion [68]. Below of the LCST value, hydrogels of the first category are in a hydrated state
and become soluble for all compositions expressed by the polymer volume fraction φ in
Figure 2.1 a). Accordingly, the hydrogels swell under the critical temperature and collapse
above it. The lower critical temperature of the hydrogel can also be extracted from the
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volume phase-transition curve Q(T ) or from the characteristic length l(T ) as shown in
Figure 2.1 b). The LCST value is commonly defined as the temperature where the function
value of Q(T ) or l(T ) are in the center between the upper and lower bounds. Since the
volume swelling degree depends with the power of three on the characteristic length, it
shifts the slopes of the curves and the resulting extracted LCST values from both curves are
not identical. Another measure could be the turning point of the curve or measuring the
translucency change of the gel. In general, there is no strict rule on how exactly to calculate
the transition temperature, but all measures give similar results for the LCST value.

An actoric design parameters of hydrogels is the stiffness in the collapsed state and the
stiffness change depending on the volume swelling degree. Hydrogels are incompressible
hyperelastic materials. Stiffness data are necessary to describe elastic deformations caused
by mechanical or fluidic loads and displacement constraints in the assembly. The fluidic pres-
sure can cause leakage rates of microvalves due to local deformations in narrow gaps. For
uniaxial tension and compression, the stiffness can be defined by the Young’s modulus as
a function of the volume swelling degree E(Q). It will be shown that swollen hydrogels are
softer as gels in the collapsed state.

Dynamic properties are necessary to characterize the transient response of hydrogels,
which are one of the most essential parameters for hydrogel-based transistors. Often only
the cooperative diffusion coefficient Dcoop is described but for component-oriented design
simulation, a time constant τ for swelling and shrinking processes are needed. This time con-
stant depend on the geometry and the applied stimulus boundaries. In this work, it will be
demonstrated with experimental references, that through numerical simulations, these val-
ues can be exactly predicted for arbitrary structures and a size-dependent time function will
be formulated for subsequent component and system models.

2.2 Overview of the used Microtechnology

The fabrication of active chemofluidic systems highly depends on the design and the intended
applications. In this section, the standard operation procedure, which is used in this work to
synthesize and microfabricate hydrogel-based microfluidic chips is introduced. These pro-
cesses are mainly developed by Dr.-Ing. Philipp Frank, Dr.-Ing. Sebastian Häfner and M.Sc.
Anthony Beck of the TU Dresden. Based on their processes the characterization and model-
ing strategies are derived.
2.2.1 Synthesis of P(NIPAAm-co-SA)

In this work, Poly(N-isopropylacrylamide) (PNIPAAm) is copolymerized with Sodium Acrylate
(SA) to improve the swelling behavior of the material. Therefor, P(NIPAAm-co-SA) is the mate-
rial of choice and here the synonym “hydrogel” is related to PNIPAAm with 2.5% SA.

Material: For starting material N-isopropylacrylamid (NIPAAm, Sigma-Aldrich, St. Louis,
MO; USA), n-hexane (VWR, International GmbH), Sodium Acrylate (SA, Sigma-Aldrich, St.
Louis, MO; USA), N,N’-Methylene-bis(acrylamide) (BIS, Sigma-Aldrich, St. Louis, MO; USA) and
2-Hydroxy-4’-(2-hydroxyethoxy)-2-methylpropiophenone (PI, Irgacure 2959, Sigma-Aldrich, St.
Louis, MO; USA) are used as received.
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Synthesis of the Prepolymers: As a first step, NIPAAm is recrystallized with n-hexane for

purification purposes. Then, NIPAAm (2.069 g), SA (0.044 g), BIS (0.043 g), de-ionized water (15 g)
and PI (0.043 g) are weighed in a round bottom flask and sealed with a septum. Themixture is
stirred under an argon flow for 30minutes in order to create an inert solution. Finally, the flask
is covered with a tin foil to protect the mixture from UV-light and the pre-polymer solution is
stored in a refrigerator at 7◦C [69].

Photo-structuring: Figure 2.2 shows the process flow for photo-structuring of hydrogels.
Thereby a glass slide and a spacer forma cavity (1), which is filledwith the pre-polymer solution
(2). This cavity is then covered with a glass photo-mask (3) and is subsequently UV-exposed
for 15 seconds with a 365 nm wavelength (i-line) light-emitting diode (LED) array (4). After the
exposure, the glass mask is removed and the substrate is rinsed (5). Finally, the spacer is
detached (6) and the patterned hydrogels can be used for the microfluidic chip (7) [70].

1
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6 74

Figure 2.2: Photo-structuring process of PNIPAAm hydrogels.
Chemical Reaction: The photo-initiator (PI) disintegrates duringUV radiation and free rad-

icals are formed. These radicals break the double bond of the monomers in NIPAAm, SA and
BIS, which immediately causes a chain reaction and polymer chains are formed. These chains
interconnect to each other and when, for example, NIPAAm and SA are bonded, a copolymer
is obtained. Together with BIS, a three-dimensional polymer network matrix leads to a solid
material. The applied process causes the compounds to be shaped randomly known as ran-
dom radical polymerization. FTIR can be used to monitor the absorption of light for certain
binding structures, which generates a unique fingerprint for each hydrogel. The chemical
equations for the process are summarized in Figure 2.3.

The radical polymerization is ended by switching off the UV light. The remaining open
bonds of the polymer either react with other open bonds of a polymer or with other radicals
to close the chains. In addition, the free radical can also react with one another to neutralize
the polymerization activity.

The radicals in the pre-polymer solution also react with oxygen, which forms oxygen radi-
cals. Oxygen radicals are known to be much less effective, which is why they are often used
as inhibitors [71]. The hydrogels should be synthesized in a glove box with an inert gas to
avoid oxygen contaminations and drying of the pre-polymer solution. Hydrogels with differ-
ent compound compositions, the use of various tools for the synthesis as well as their effects
on the reaction kinetics are further discussed in [72].
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2.2.2 Microfabrication of a Microfluidic Chip

The common design process of a microfluidic chip begins often with a 3D model of the in-
tended device, which is created in a CAD software such as “Autodesk Inventor” without system
analysis. The parametric 3D model is then converted with “LinkCAD” into a 2D mask layout,
which is written in a standard “Gerber” format. The layout data are transferred to a photo-
structured resist from which a master for a subsequent molding process is obtained. Several
PDMS mold samples can then be copied from the master which are bonded on a substrate
as basic components for the microfluidic chips.

The master can be either fabricated on a glass substrate (Borofloat 33, Schott AG, Mainz,
Germany) or on a microscope slide. It starts with an intensive cleaning process using de-
ionizedwater, followed by isopropanol and finally a nitrogen treatment in order to eliminated
all contaminations from the substrate. A dehydration bake at 150◦C for 20minutes is recom-
mended to evaporate any remaining liquids from the surface.

As a next step, the microfluidic layout is transferred to the master. The fluid flow domain,
which is the cavity in the microfluidic chip, must be filled with a solid material for the subse-
quent molding process. The solid material is obtained from a photo-structured dry film resist
(Ordyl SY355, Elga Europe, Nerviano, Italy), which is laminated on the substrate and SB at
85◦C for 3 minutes. After aligning a photo-mask, the photo-resist is exposed to UV-light for
about 300 seconds and then it is PEB at 85◦C for 30minutes. After baking, the dry film resist
is structured with Ordyl developer for about 3 minutes and is terminated with Ordyl rinser.
The quality of the photo-structuring process can be inspected optically with a microscope. At
the end, the master is hard baked at 120◦C for 1.5 hours.

The next step is the molding process. A PDMS mixture (RTV 615, MG Chemicals, New Mills,
UK) with a ratio of 10:1 is poured into a beaker, is carefully stirred and then degassed under
vacuum. The previously manufactured master substrate is then placed into a petri-dish and
covered with the PDMS mixture. The mold is cured at 60◦C for 3 hours, which forms solid
PDMS samples. The samples is peeled the master and can be treated with a petroleum-ether
mixture for 12 hours to remove residual monomers in the PDMS [73], [74].

Now the microfluidic chip is assembled: In a first step, contact holes are punched through
the PDMS mold for the inlet and outlet openings. Then the hydrogel actuators are placed in
the valve cambers and the PDMS chip with the hydrogel is bonded on the substrate. After
the bonding process, tips of syringe needles are pressed into the punched holes. The needle
tips act as adapters for the tubes in order to connect pressure or flow pumps. Finally, heating
structures and sensors might be integrated for stimuli and flow control. Then the equipment
is connected to a computer system to perform automated measurement procedures.

In general, the design of the chip, the fabrication of the photo-mask, the synthesis of the
hydrogel actuators, the master fabrication, the microfluidic mold, the assembly, chip contact-
ing and the wiring of the entire measurement setup is quite labor intensive. If an efficient
process flow is established and depending on the complexity of the chip, from design to eval-
uating the results, at least two weeks are needed, which only increases with increasing chip
complexity. If the result suggests a design change, then the process starts from the begin-
ning, making the development of novel microfluidic devices very time consuming and often
tedious.
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2.3 Introduction to Modeling and Simulation Techniques

There are several sophisticated design tools on the market, which allows for modeling and
simulation of fluidic systems. Most commonly CFD tools like ANSYS Fluent are used to de-
scribe 3D fluidic behavior. Further more specialized tools for microfluidic chips are often
tailored to very specific microfluidic applications and describe mostly the resistive behavior
analytically. Also an important part is the layout synthesis microfluidic, which does exist for
pneumatic microfluidic circuits [45]. However a comprehensive active chemofluidic platform,
which includes a chemical and heat transport layer is missing. Microfluidic network models
are in development [46], [75] but either they lack of a flexible active micro-valve environment
or a flexible bidirectional transport layer, allowing a multi-directional flow regime.

Chemofluidic devices are a very complex multi-domain systems and it is very challeng-
ing to create a behavioral model of a temperature or chemical triggered hydrogel-based mi-
crovalve. In this particular example, the temperature distribution (thermal domain) changes
the size of the hydrogel in themechanical domain, which affects the conductivity in the fluidic
domain. To this bidirectionalmulti-domain coupling, the phase-transition in the static domain
and dynamic properties need to be solvable in the same model. In the transient domain, the
volume dependent rise and fall time for opening and closing the valve are of specific interest.

Beside to themicrovalve, there are other components such us pumps, flow channels, junc-
tions, and mixers in larger microfluidic systems, which have to be integrated in the same
model. All those components interact with each other and a bi-directional fluid-flow and stim-
ulus transport has to be analyzed precisely and efficiently. It needs a computer aided-design
process that is focused on the specific requirements for this type of application. Therefore,
the goal of this thesis is to develop a component description, which can be used by every
microfluidic designer. For each component the goal is to develop a flexible and intuitive in-
terfaces, which are adaptable for specific needs and still predict accurately and efficiently
hydrogel-based, active chemofluidic circuits.

2.3.1 Computer-aided Design Methodologies

Most microfluidic research projects plan multiple iteration cycles in advance, consisting of
design, prototyping, testing, and improvements, redesign, to eventually create a new device.
An accurate and reliable virtual design process will significantly shorten the development
cycle, reduce costs and could improve the performance and reliability [76] (pp. 7).

The design process can be classified into two strategies. A top-down approach starts
from the system requirements and its algorithmic description. It creates subsystems with in-
dividual tasks and interactions to each other. Microfluidic subsystems would be, for example,
channels, junctions or the valve, which are described by general physical parameters. Each
subsystem is then refined into smaller shape elements, which receive a very detailed descrip-
tion based on dimensional parameters. Finally, it leads to the mask layout and theoretically
to a working prototype.

The bottom-up approach starts from the most detailed description. There, the layout
defines the simulation strategies, which predict the behavior of the component [77] (pp. 256).
The bottom-up approach is supported by many simulation tools. In a first step, the mask
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layout is extruded to a 3D solid model in a CAD system, which is then transferred to a FE
tool and the FE-simulation results provide input parameters for system simulations or the
electronic circuit design. The approach is very suitable to analyze existing ideas but new devices
can only be developed, if the desired function drives the layout (top-down) and not the layout drives
the intended function (bottom-up).

A combination of the top-down and bottom-up approach is referred V-model. In
Figure 2.4 shows a general recommendation for a systematic design methodology of
mechatronic systems, which is published in [78].
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domain-specific design

natural science

modeling and model analysis

assurance of properties
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Figure 2.4: V-model for mechatronic design [78].
For the case of microfluidic applications, the V-Model is adapted in Figure 2.5. Their, the

top-down part starts with clarifying system specifications and the partitioning into subsys-
tems. It is followed by a conceptual design phase, which provides general physical and di-
mensional parameters based on simplified models. The third step is the component design
phase where essential model parameters are verified and improved by, for example, finite
element simulations. At the end of the top-down procedure, a mask layout can be generated.

The bottom-up part integrates all component models into a system description. Often,
the component models can not directly be connected to each other because system models
use a very specific language or modeling strategy. Component models must be translated
into the preferred system design environment and the models have to be reduced in their
complexity to get an acceptable simulation time. After the virtual computer models fulfill are
requirements, real-world prototypes are manufactured and the obtained behavior is verified
with the product specifications.
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Figure 2.5: Combining top-down and bottom-up for microfluidic design.

2.3.2 Model Abstraction Levels for Computer-Aided Design

Engineering applications and in particular microfluidic devices can be described by various
models at different levels of abstraction. All three design phases shown in the V-model of
Figure 2.4 have specific requirements and restrictions on modeling and simulation methods.

The primary goal of the conceptual design phase is selecting proper element definitions
and to estimate physical parameters and geometrical dimensions for the target application.
During conceptual design, themodels are usually based on analytical descriptions, which pro-
vide the input-output relationship of the target element and its dependency on design param-
eters by simple mathematical functions. For new design elements, the governing equations
are derivedmanually from the underlaying engineering theory but can then be implemented
in a library for repeated use in different applications what will be shown in Chapter 6 and 7.
The biggest advantage of analytical descriptions is that the relationship between input data,
design parameters and the output data are given by mathematical functions. It is easy to
calculate function values and derivatives, which are necessary for optimization routines and
sensitivity analyses. Likewise, parameters can simply be used in ordinary differential equa-
tions to estimate the transient and harmonic response. Simulations are very fast what is the
reason that new design ideas can by analyzed, optimized and compared against each other
in shortest time. Analytical models can be implemented in mathematical software tools as
Matlab, MathCad or Mathematica.

It follows the component design phase where parameters and results of the conceptual
design are verified and, if necessary, the accuracy is improved. Componentmodels are solved
by using FEM where complicated three-dimensional shape elements can be analyzed for ar-
bitrary load situations and boundary conditions. The biggest advantage is the accuracy, but
there are also some drawbacks. Finite element simulations are very time consuming, espe-
cially for transient simulations with a large number of time steps. The next disadvantage is
that finite element simulations just provide result data but no relationship to design parame-
ters. For instance, ANSYS-CFX calculates the fluidic resistance of arbitrary flow channels. The
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influence of dimensional parameters such as length, width or thickness on the flow resistance
can only be calculated indirectly through data sampling and function fit procedures. There-
fore, FEM is seldom used for design optimization and sensitivity analyses. Typical FEM tools
are ANSYS, ABACUS or COMSOL.

The final step is the system design phase where different analytical and numerical com-
ponent models are integrated to a comprehensive system description. System simulations
analyze the cooperative interplay of different physical components with each other, to elec-
tronic circuits and controller units. Often several thousand times steps have to be analyzed to
evaluate the performance of microfluidic systems. Finite element model components must
be reduced in their complexity prior the integration into the system model environment. It
can be realized by data sampling and function fit procedures or lookup tables where the
FE-results are represented by a simple input-output relationship. System models are usually
based on signal flow graphs or Kirchhoffian networks, which can be implemented in Matlab
Simulink/Simscape, Cadance or LTSpice.

Modeling is strongly related to an experimental characterization. Experimental data ob-
tained from earlier designs or data, which are extracted from test structures provide valuable
information for models at all three levels of abstraction. Valuable input data are, for instance,
the elastic material properties, swelling-stimulus functions or dynamic properties such as the
time constant of a step response.

2.3.3 Modeling Techniques for Microvalves in a Fluidic System

The temperature triggered hydrogel-based microvalve is the core element for microfluidic
systems in Chapter 7. The input-output relationship is schematically shown in Figure 2.6.
The actuating mechanism is based on a hydrogel, which changes its size due to a stimulus
signal. The swelling modifies the cross-sectional area of a fluid channel, which finally affects
the fluid flow. The functional behavior can be analyzed by the following steps:

1. The stimulus temperature T changes a characteristic length l(T ) of the hydrogel, for
instance the thickness at the center. The quasi-static response is directly related to
the volume swelling degree Q(T ), which is represented by a sigmoidal function in the
simulation model. The stimulus dependent quasi-static length is referred equilibrium
length leq(T ).

2. The cooperative diffusion coefficient Dcoop and the size of the hydrogel determine the
time constant τ of the valve. The transient response is described by a first-order dif-
ferential equation, which leads to a stimulus and time dependent characteristic length,
which is referred kinematic length lkin(T, t).

3. Hydrogel is an incompressible material and uniform surface loads do not cause elastic
deformations. However, pressure gradients∆p and displacement constraints affect the
swelling state and a leakage flow can appear. The characteristic length, which includes
elastic deformations is referred compressed length lc(T, t,∆p).

4. The fluid conductance is directly related to the cross-sectional area of the valve. For con-
ceptual design, the fluidic conductance can be approximated by the Hagen-Poiseuille
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equation. For more accurate component models, the true three-dimensional shape
of the fluid channel requires finite element simulations to extract the relationship be-
tween the fluidic resistance and the characteristic length of the hydrogel. The fluid do-
main simulation results at different swelling states are mapped to a fit function G(lc),which is used for system design.

5. The volume flow rate V̇ (G,∆p) depends of the fluidic resistance and the pressure dif-
ference ∆p across the microvalve. It is the output signal of the valve.

stimulus equilibrium length kinematic length compressed length fluidic conductance fluid flow

outputHagen-Poiseuille 
ANSYS-CFX

elastic propertiestime constantswelling functioninput

Figure 2.6: Signal flow chart of the temperature stimulated hydrogel-based microvalve.
In practice, the hydrogel’s behavior is not simply described by a unidirectional signal flow

from the input to the output. For chemical stimuli, the concentration level at the input is
directly coupled with the results of the fluid flow at the output and forms a feedback loop. In
particular, the chemical stimulus level at the input of the valve depends on the fluid velocity
and the flowdirection. In fact, the fluid flow and the stimulus transport are usually in the same
channels. Consequently, the physical behavior must be described by three quantities, which
are the pressure and the volume flow rate in the fluid domain and the chemical stimulus level
in the fluid, which is modeled in the transport domain.

Both, fluid and transport domain quantities are coupled what makes modeling and simu-
lation challenging. The theory of Kirchhoffian networks, which relates flow and across quan-
tities could be applied to the pressure-flow relationship but the third quantity, which is the
temperature or the chemical stimulus level in the transport domain needs special considera-
tions.

The general design concept of microfluidic system is shown in Figure 2.7. It starts with
the application concept, which has been explained for a microfluid NAND gate, a microfluidic
decoder and a chemo-fluidic oscillator in Section 7.3. A first design step is the partitioning
into subsystems, which are pressure pumps, flow pumps, channels, junctions, stimulus trig-
gered microvalves and the flow outlets. Each element is described by analytical functions,
which take physical, material and dimensional parameters into account. Additionally, the mi-
crovalve behavior is based on finite element simulation results for the hydrogel’s swelling re-
sponse, the time constant for the cooperative diffusion process and the fluidic conductance
as a function of the characteristic length.

Different methods for modeling and simulation have been implemented and tested. It
starts with a pure signal flow description of the microvalve in Matlab Simulink discussed in
Chapter 6. The model works stable and accurate for individual components but the inter-
connection to other library elements causes numerical problems with algebraic loops. The
microfluidic system has then been reworked and implemented by a combination of general-
ized Kirchhoffian networks and signal flow graphs in Matlab Simscape. Multiple elements can
nowbe intuitively connected to each other at the interface ports to amodel largermicrofluidic
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system without any numerical issues.

The model generation procedure starts from simple lumped element models, which have
been improved in their complexity during the design process. For example, the fluid channel
was first represented by a single fluidic resistor and has then been enhanced to a complex
delay line consisting of a series of ten active low pass filters. The simulation results are veri-
fied with experimental results or data from scientific reports of the devices under test. The
presented design methodology has been proven on several examples and can be applied to
further microfluidic applications.

design

application concept

high integration:
reduced order model with signal-block

experiments

interactions between subsystems:
lumped modelling with network descriptions

divisions into subsystems:
analytic and continous modeling (FEM)

validation though
experiments and

physical equations

calibration though
iterative learning

cycles

Figure 2.7: Recommended simulation approach starting from a first application idea to mod-eling a complex geometry with for example finite elements.
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Chapter 3

Analytical Descriptions of Swelling
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Hydrogels are inherently able to change dimensions and shapes in response to a stimu-
lus. This behavior, known as swelling, offers many possibilities for technical applications in
microfluidics, such as hydrogel-based microvalves, which are the focus of this work. Precise
and efficient models to describe the static and dynamic behavior of hydrogels are essential
to design new devices with optimized performance. The theoretical background on a physi-
cal abstraction level and related modeling techniques, which are utilized for component and
system design will be discussed in this chapter.

The swelling behavior of hydrogels is described by a thermodynamic energy formulation
known as Helmholtz free energy [79]. The Helmholtz function is a thermodynamic potential
that measures the energy, which is necessary to transfer a closed system from one stimulus
level, in particular a temperature, to another one. To formulate the “closed system” for this
conceptual model, not only the polymeric volume of the hydrogel needs to be considered but
also the ambient solvent content to accurately predict the swelling effect [80]. The Helmholtz
free energy can then be defined as a function of the stimulus and the volume swelling degree.
In equilibrium, the Helmholtz free energy function is minimal and the derivative with regard
to the swelling degree is therefore zero. For the quasi-static case, the volume swelling degree
can be calculated for any given stimulus as demonstrated in Section 3.1.

The solution of the Helmholtz equation describes the swelling behavior of the hydrogel
without constraints. It provides the fundamental basis for further simulation techniques,
which are necessary to model the influence of loads and boundary conditions in a valve
chamber and to consider the true shape of hydrogels for practical applications. However,
the swelling behavior can also be measured on test specimens, which will be discussed in
Chapter 4. Measurements are important because the physical models contain empirical
terms and their validity should at least be verified on the synthesized hydrogels.

The swelling behavior is analogous to the thermal expansion behavior in structural me-
chanics. Physically however, they differ. During the swelling process, the stimulus diffuses
through the material, cause a change in solvent attraction and then the solvent diffuses into
the material, creating the volume expansion. For the thermal expansion behavior, there the
temperature distribution affects the atom oscillation in the solid material, which changes the
density and ultimately the size of the material. Compared to swelling with molecular inter-
action, the thermal expansion with atomic interaction is an instant reaction. Never the less,

23



Chapter 3 Analytical Descriptions of Swelling
the differential equation describing the volume change for swelling or the volume change
through thermal expansion, are equal and will be further discussed in Section 5.1.

The thermal expansion coefficient describes the length change and consequently the vol-
ume change of a solid model as a function of the temperature as shown in Section 3.1.2. Us-
ing analogy relationships, the temperature corresponds to the stimulus and the coefficient
of thermal expansion must be adapted to the swelling behavior, which is either obtained
from physical models or measurements. In practice, the coefficient of thermal expansion be-
comes a function of the stimulus and can precisely map arbitrary phase-transition behaviors
for modeling and simulation of hydrogels.

In simplest case, the hydrogel can be considered as a single DOF system where a charac-
teristic length is affected by the swelling process depending on the applied stimulus. In such
a single DOF model, the characteristic length defines entirely the functional behavior of a mi-
crofluidic system. It may seem simplistic, but it gives valuable information about the general
behavior and the influence of design parameters for the conceptual phase in prototyping. For
detailed investigations, the models are improved in their complexity whereby finite element
models are utilized in the final stage of design as shown in Chapter 5.

A hydrogel-based microvalve will be discussed in the following sections of this work. In
this device, the change in length of the hydrogel opens and closes a small gap in a microflu-
idic channel and controls the fluidic resistance and consequently the fluid flow through the
valve. The 3D swelling behavior can be simulated by finite element models, which take the
true shape of the hydrogel and the previously discussed thermal expansion relationship into
account.

In addition to the stimulus-dependent swelling, further parameters are required to de-
scribe the static and transient response. The swelling process of hydrogels is affected by
external mechanical loads and displacement constraints. For the microvalves example, the
hydrogel is surrounded by liquids, which are pumped through the valve. This flow causes a
pressure gradient on the surface of the hydrogel. Further loads occur at the closed state of
the valve, in which the hydrogel is pressed onto the solid walls of the valve chamber. Mechan-
ical loads and displacement constraints initiate elastic deformations, which are described by
various stiffness terms in structural mechanics. For uniaxial loads, it is usually the Young’s
modulus and the Poisson’s ratio. For hyperelastic materials, the Mooney-Rivlin model can be
used will be shown in Chapter 5.

In continuum mechanics, the transient behavior is influenced by inertial and damping
forces, which affect the settling time and the rise time of the system. However, the tran-
sient swelling response in hydrogels is mainly defined by the solvent diffusion into the gel
matrix. This process is referred swelling kinetics in literature [81]–[84]. It has been shown
that the solvent penetration is much slower than the stimulus diffusion into the hydrogel
and inertial effects can be ignored [85]. Consequently, the transient response is defined by
a first-order differential equation whereby the characteristic time constant is defined by the
slowest process, which is the solvent penetration. The transient behavior will be discussed in
Section 3.2.

Finally, hydrogels show a hysteresis effect [86], [87]. Hysteresis is defined by the swelling
history andneeds to be analyzed in order to predict the currentmodel parameters. Hysteresis
can be observed if the swelling and shrinking response to a stimulus change are not identical.
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It is hypothesized that the attraction of the solvent caused by the hydrophilicity change of the
material [88] could explain this irregularity, which can be observed by slowly varying stimulus
signals. In Section 3.3.1, the process is referred as static hysteresis and is described by a
hysteresis offset parameter, which shifts the phase-transition curves to the right or to the
left.

A second type of hysteresis is referred as diffusion-based hysteresis and can be observed
for fast varying processes in the time domain. It is a transient effect and depends on the char-
acteristic time constant of the first-order differential equation and the stimulus frequency.
The characteristic time constant in the model is similar to a damping coefficient in a spring-
mass-damper systemand causes energy dissipation in each stimulus cycle. It can be observed
by hysteresis loops, which widens with higher frequencies and larger time constants. Diffu-
sion based hysteresis will be discussed in Section 3.3.2.

3.1 Quasi-Static Description

The quasi-static swelling describes the dependency of the volume swelling degree Q or its
inverse, the polymer volume fraction ϕwith regard to the stimulus temperature T . It is a non-
linear relationship and requires an iterative solution procedure in numerical simulation tools.
Time-dependent effects caused by the diffusion process are described in Section 3.2.

In Section 3.1.1, the quasi-static swelling behavior is derived from the chemo-
thermodynamic energy formulation on the physical level of abstraction. In the next
chapter, the swelling behavior and the elasticity of the hydrogel are represented by a
thermo-mechanical analogy relationship. The hydrogel behavior will be described by an-
alytical terms, which are expanded to a matrix method for uniaxial swelling. The matrix
methods are utilized in finite element tools for 1D truss elements and illustrate the general
modeling approach of thermo-mechanical interactions in simulation tools. 2D shell elements
and three-dimensional (3D) solid elements for advanced finite element simulations are
derived from the one-dimensional (1D) case. Finally in Section 3.1.3, the swelling behavior is
described by sigmoidal functions, which are widely used in numerical models to represent
phase-transition processes with saturation effects. The proposed sigmoidal functions can be
adapted easily to various input functions and can be efficiently evaluated in the system-level
modeling process.
3.1.1 Physical Static Chemo-Thermal Description

The quasi-static swelling behavior of hydrogels is based on molecular interactions (chemical
properties) and chain-solvent interactions (physical properties). A comprehensive physico-
chemical description was first developed by Huggins [89], [90], Flory [91]–[93] and Rehner
[94], [95]. It defines the static equilibrium of the volume change as a function of the applied
temperature and themolar chain weight of the polymer. The theory presented in this chapter
is based on [80].

The hydrogel consists of a polymeric volume Vp in the dried state and a solvent volume
Vs, which penetrates into the hydrogel during the swelling process. The total volume of the
hydrogel in a swollen state is defined by VHG = Vp + Vs. In the following model, the swelling
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behavior is either described by the volume swelling degree Q or by its inverse, the polymer
volume fraction ϕ = 1

Q . The volume swelling degreeQ is the ratio of the volume in the swollen
state VHG and the volume in the dry state Vp.

The swelling behavior of hydrogels is analyzed by the Helmholtz free energy equation
F(T, ϕ), which can be expressed as a function of the temperature T and the polymer volume
fraction ϕ. The model is solved for a constant volume of the polymer Vp = const, which is
immersed in a finite volume of solvent in order to form a closed system. In the dry state,
there is no solvent within the hydrogel. It defines a reference energy at the temperature T

with F0(T ) = F(T, ϕ = 1). In the swollen state, parts if the solvent Vs penetrate into the
hydrogel and the energy is then defined by F(T, ϕ). The energy difference ∆F(T, ϕ) between
the swollen and the dry state is:

∆F(T, ϕ) = F(T, ϕ)− F0(T, ϕ = 1). (3.1)
Equation 3.1 describes the energy, which is necessary to transform the hydrogel from

the dried state to the swollen state. The swelling equilibrium ϕ(T ) occurs if the change of the
energy difference ∆F(T, ϕ) is zero for an infinitesimal small change of the polymer volume
fraction ϕ, which is here a local minimum of the energy equation.

The free energy change contributes from a mixing part of the polymer-solvent molecules
∆Fmix and the elasticity part of the polymer network ∆Felast:

∆F= ∆Fmix +∆Felast. (3.2)
Furthermore, the energy change from polymer-solvent mixing is separated by an entropic

part ∆Fentr following Flory [91] and Hirotsu [96] and an interaction part ∆Finter:
∆Fmix = ∆Fentr +∆Finter. (3.3)

The entropic part contributes from the number of statistical arrangements of polymer
chains and solvent molecules in the hydrogel volume:

∆Fentr = RTns ln(1− ϕ) = RT
Vp

Vs̄
·
(︃
1

ϕ
− 1

)︃
ln (1− ϕ) . (3.4)

The entropic part of the Helmholtz free energy depends on the universal gas constant R,
the applied temperature T , the number of solvent molecules ns in the gel (in mol) and the
polymer volume fraction ϕ. The number of solvent molecules ns can be replaced by:

ns =
Vs

Vs̄
=

Vp

Vs̄
·
(︃
1

ϕ
− 1

)︃
, (3.5)

where Vs is the volume of the solvent in the gel, Vs̄ is the molar volume of the solvent and
Vp the volume of the polymer. The interaction part contributes from polymer and solvent
interaction energies [80] and is defined by:

∆Finter = RTnsχϕ = RT
Vp

Vs̄
·
(︃
1

ϕ
− 1

)︃
χϕ, (3.6)

where χ is the Flory polymer-solvent interaction parameter. The original Flory theory showed
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deviations to measurements on real hydrogels. Hirotsu [96] introduced empiric values for
χ, which depend on the polymer volume fraction ϕ and the temperature T . The interaction
parameter is now described by the interaction enthalpy change δh, the interaction entropy
change δs (hydrophobic interaction), the Boltzmann constant kB and a non-linearity factor χ2,which is here a constant:

χ(T, ϕ) = χ1(T ) + χ2 · ϕ (3.7)
χ1(T ) =

δh

kB · T
− δs

kB
. (3.8)

The elastic contribution is defined by the energy, which is required to stretch the polymer
chains during the swelling process:

∆Felast =
3

2
RT

Vp

Vs̄
r ·
(︃
ϕ− 2

3 − 1 +
1

3
lnϕ

)︃
. (3.9)

The elastic contribution is derived for free swelling conditions in all three spatial directions.
There are no external forces or displacement constraints that affect the swelling process of
the gel. The ratio parameter r is defined by the molar chain weight of the polymer mp, themolar weight of the solvent ms and their respective densities ϱp and ϱs:

r(mp) =
Vs̄

Vp̄
=

ms

ϱs
· ϱp
mp

. (3.10)
In equilibrium, the derivative of the Helmholtz free energy change with regard to the poly-

meric volume fraction must be zero:
0 =

∂∆F(T, ϕ)

∂ϕ
=

∂∆Fmix(T, ϕ)

∂ϕ
+

∂∆Felast(T, ϕ)

∂ϕ
. (3.11)

Themixing and the elastic terms in Equation 3.11 can be considered as competitive effects,
which want to increase and decrease the volume of the hydrogel. An increase of the elastic
term reduces the volume swelling degree similar to a stiffness parameter in solid mechanics.
According to [80], the Helmholtz free energy change ∆F(T, ϕ) can also be used to compute
the osmotic pressure and the chemical potential for arbitrary T and ϕ values. Likewise, both
derivatives become zero in the equilibrium state and lead to identical results for the quasi-
static swelling behavior. From the physical point of view, the derivatives of the free energy
change relationship are different measures for the driving forces, which change the volume
of the hydrogel until the equilibrium position is reached. Solving Equations 3.11 leads to the
following implicit formulation:

∂∆F

∂ϕ
= 0 = −RVpT

Vs̄ϕ2
·
[︃
ln (1− ϕ) + r · ϕ

1
3 +

(︂
1− r

2

)︂
ϕ+

(︃
δh

TkB
− δs

kB
+ χ2

)︃
ϕ2 + 2χ2ϕ

3

]︃
, (3.12)

which can be transformed to a temperature function T (ϕ,mp), which depends on the polymer
swelling fraction ϕ and the molar chain weight mp of the polymer:
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T (φ,mp) =
− δh

kB
· φ2

ln (1− φ) + r(mp) · φ
1
3 +

(
1− r(mp)

2

)
· φ−

(
δs
kB

+ χ2

)
· φ2 + 2χ2 · φ3

. (3.13)

Table 3.1 lists the parameters of Equation 3.13, which have been used to calculate the
quasi-static swelling response of PNIPAAm polymers in [80], [97].
Table 3.1: List of parameters used to calculate the static swelling behavior of PNIPAAm.

parameter Symbol Value Unituniversal gas constant R 8.314459848 J/(molK)Boltzmann constant kB 1.380649 · 10−23 J/Kinteraction enthalpy δh −11.5 · 10−21 J/molinteraction entropy δs −4.7 · 10−23 J/molnon-linearity factor χ2 0.25 -molar mass of water ms 18 g/moldensity of water �s 1000 kg/m3

molar mass of PNIPAAm mp [2.000, 50.000] g/moldensity of PNIPAAm �p 1100 kg/m3

temperature T [0, 60] C

In Figure 3.1, the volume swelling degree Q is plotted with regard to the stimulus tem-
perature T and the molar chain weight mp of the polymer. The Matlab source code and the
derivations in Mathcad are provided in Appendix E.1. Swelling measurements on hydrogels
with chemical stimuli have been published in [98]. The response surfaces are comparable to
the data obtained from thermal stimuli.
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Figure 3.1: Analytic swelling behavior for the static domain depending on the temperature Tand the molar chain weight mp.
The hydrogel swelling results of Equation 3.13 are very sensitive to the empiric Flory

polymer-solvent interaction parameter χ. Different curves are shown exemplarily in the right
plot of Figure 3.1. The non-linearity factor χ2 changes the curvature and the function valuesof the swelling response. Furthermore, increasing values of the interaction enthalpy δhmove
the curve to the right what leads to larger swelling values and a higher threshold defined by
the lower critical solution temperature TLCST . The interaction entropy δs acts in the oppositeway. Changes of 1% in the χ1 parameters move the TLCST threshold about 3 C. For this rea-
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son, swelling measurements on hydrogels are recommended to verify the theoretical data
for subsequent modeling and simulation procedures.

3.1.2 Finite Element Routine for Static Thermo-Elastic Expansion

Swelling of hydrogels can be modeled by thermal expansion in different numerical simula-
tion tools. It is a convenient way because most design software programs support thermal-
mechanical simulations at various levels of abstraction. In this chapter, the fundamental back-
ground will be discussed for a 1D-truss (sometimes also referred as spar) element, which can
be used for modeling of uniaxial tension and compression. 1D-truss elements can also be
applied for 2D and 3D models where several 1D elements are linked together with a certain
angle to simulate the swelling in horizontal and vertical directions.

In numerical simulation tools, thermal expansion is either described by a load vector or a
matrix coupling. Load vector coupling is preferred if the mechanical behavior has to be ana-
lyzed for a given temperature profile. A matrix coupling is preferred for systems where both,
the mechanical and the thermal behavior has to be analyzed simultaneously. The theoreti-
cal background of a two-dimensional 8-node quadrilateral finite element, which allows for
coupled thermo-mechanical simulations is summarized in Appendix A. The source code for
linear static simulations has been implemented in Matlab and is tested on several examples.
It gives identical results to the PLANE223 coupled-field element of the finite element program
ANSYS.

The aim of this chapter is to summarize numerical methods for modeling and simula-
tion of swelling effects in hydrogels. In real applications, swelling leads to large deformations
and non-linear effects must be considered. 3D finite element simulations are discussed in
Chapter 5 and results are utilized for system simulations in Chapter 6 and 7.

In numerical simulation tools, the length and volume change of solid models is described
by the thermal expansion coefficient α. The thermal strain εth is defined by:

εth = αse(T ) · (T − Tref ) =

T∫︂
Tref

αin(T ′) dT ′, (3.14)

where αse is the secant coefficient of thermal expansion, αin is the instantaneous coefficient
of thermal expansion (elaborated in Appendix B), T is the current stimulus temperature and
Tref the reference temperature of the hydrogel, here in the collapsed state.

The total strain εt is the sum ofmechanical strain εm caused by external forces or displace-
ment constraints and the thermal strain εth induced by a temperature change:

εt =
∆l

l0
= εm + εth. (3.15)

In a linearmodel, the total strain is equal to the ratio of the length change∆lwith regard to
the reference length l0 in the dry state. For uniaxial extensions, the stress-strain relationshipis defined by Hook’s law whereby only mechanical strain causes stress. Mechanical stress σ

is defined by:
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σ =
Fm

A0
= E ·

(︃
∆l

l0
− α(T ) · (T − Tref )

)︃
, (3.16)

where E is the Young’s modulus, A0 is the initial cross-sectional area of the body and Fm are
mechanical forces. In the following notation, the coefficient of thermal expansion and the
Young’s modulus are assumed to be constant. However, both parameters are functions and
depend either on the stimulus (for example a temperature), on the volume swelling degree
or the polymer volume fraction in the following chapters of this work.

Amechanical single degree of freedom (DOF) system is definedby spring forces ((F ) = [K]·
(u)) which are in equilibrium with external forces Fext. The thermal expansion is represented
by equivalent forces that cause the same stretch. They are added to the mechanical forces
Fm as defined by:

E ·A0

l0
· u = Fm + E ·A0 · α · (T − Tref ) . (3.17)

A 1D-truss element with nodes i and j can be described by the following matrix notation:[︄
EA
l0

−EA
l0

−EA
l0

EA
l0

]︄
·

(︄
ui

uj

)︄
=

(︄
Fi

Fj

)︄
+

(︄
−E ·A0 · α · (T − Tref )

+E ·A0 · α · (T − Tref )

)︄
, (3.18)

where the first term on the right is the mechanical load vector and the second term is the
thermal load vector. A pre-defined element temperature change (T − Tref ) can be considereddirectly for mechanical domain simulations referred as load vector coupling. Discretization
into a series of elements allows for non-uniform temperature profiles in models based on
the FEM. The signs of the load vector elements in Equation 3.18 results from the sign rule of
mechanical and thermal elements explained in Figure 3.2.

mechanical domain

1D-truss

Forces and displacements depend 
on the coordinate axis.

thermal domain

1D-truss

The heat flow rate points into the 
system.

Figure 3.2: Sign rules for 1D-truss elements in the mechanical and thermal domain.
A matrix coupling is implemented for systems where the mechanical and the thermal

domain are analyzed simultaneously. Each finite element node has one (u) or more (ux, uy ,
uz) mechanical degrees of freedom which describe the force-displacement relationship in
spatial directions and a thermal degree of freedom that describes the heat flow rate Q with
regard to the nodal temperatures. In case of uniaxial heat flow, the thermal conduction is
described through:

Q =
λ ·A0

l0
· (Ti − Tj) , (3.19)

where λ is the thermal conductivity and Ti and Tj are the temperatures at the interfaces of the
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truss element. The heat flow is independent on the reference temperature Tref . A 1D-coupleddomain element can be described by:

⎡⎢⎢⎢⎢⎣
E·A0

l0
−E·A0

l0
E·A0·α

2
E·A0·α

2

−E·A0

l0
E·A0

l0
−E·A0·α

2 −E·A0·α
2

0 0 λ·A0

l0
−λ·A0

l0

0 0 −λ·A0

l0
λ·A0

l0

⎤⎥⎥⎥⎥⎦ ·

⎛⎜⎜⎜⎜⎝
ui

uj

Ti

Tj

⎞⎟⎟⎟⎟⎠ =

⎛⎜⎜⎜⎜⎝
Fi

Fj

Qi

Qj

⎞⎟⎟⎟⎟⎠+

⎛⎜⎜⎜⎜⎝
E ·A0 · α · Tref

−E ·A0 · α · Tref

0

0

⎞⎟⎟⎟⎟⎠ . (3.20)

For numerical simulations, either loads (forces or heat flow rates) or constraints (displace-
ments and temperatures) can be applied to the finite element nodes. In the models, at least
one node for each degree of freedom must be constrained to reference values, which are
commonly the clamps and the ambient temperature. It can be realized by the penaltymethod
or the Lagrangian multiplier method [99] (pp. 145). The Lagrangian method is numerically
more stable and will be briefly illustrated in the following example.

Zero displacement constraints are assigned to node i, which is defined by the 5th line in
Equation 3.21. The temperature at node i will be set to 50 °C defined in line number 6. The
reference temperature is set to 20 °C. Finally, a mechanical load Fx is applied to node j and aheat flow rate Q is coupled into the system at node j for demonstration. The finite element
matrix system becomes:
⎡⎢⎢⎢⎢⎢⎢⎢⎣

E·A0
l0

−E·A0
l0

E·A0·α
2

E·A0·α
2

1 0

−E·A0
l0

E·A0
l0

−E·A0·α
2

−E·A0·α
2

0 0

0 0 λ·A0
l0

−λ·A0
l0

0 1

0 0 −λ·A0
l0

λ·A0
l0

0 0

1 0 0 0 0 0

0 0 1 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
·

⎛⎜⎜⎜⎜⎜⎜⎜⎝

ui

uj

Ti

Tj

L1

L2

⎞⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎝

0

Fx

0

Q

0

50 °C

⎞⎟⎟⎟⎟⎟⎟⎟⎠
+

⎛⎜⎜⎜⎜⎜⎜⎜⎝

E ·A0 · α · 20 °C

−E ·A0 · α · 20 °C

0

0

0

0

⎞⎟⎟⎟⎟⎟⎟⎟⎠
. (3.21)

The Lagrangian multipliers L1 and L2 represent the reacting force and the heat flow rate
at node i in the given example. The system can easily be solved by the followingmatrix vector
product:

{u} = [K]−1 · ({Fm}+ {Fth}) , (3.22)
where [K]−1 is the inverse stiffnessmatrix, {Fm} and {Fth} are the load vectors and the vector
{u} provides the result data of the model.

2D and 3D finite element models utilize shape functions to interpolate nodal properties at
internal Gaussian points in order to extract the finite element equations in matrix notation.
The approach is described for 8-node quadrilateral elements in Appendix A. The systemma-
trices are assembled by a superposition of element matrices, which leads to the following
general form in finite element tools:(︄

[Kuu] [KuT ]

0 [KTT ]

)︄
·

(︄
{u}
{T}

)︄
=

(︄
{Fm}+ {Fth} · Tref

{Q}

)︄
, (3.23)

where [Kuu] is the elastic stiffness matrix, [KTT ] is the thermal conductivity matrix and [KuT ]
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the thermoelastic stiffnessmatrix. For linear systems, a unidirectional coupling from the ther-
mal domain to the mechanical domain requires no equilibrium iterations.

For hydrogel simulations, the Young’s modulus and the coefficient of thermal expansion
changes as a function of the stimulus and the volume swelling degree. Consequently, the
coefficients of the stiffness matrix and the load vector depend on the simulation results what
leads to a non-linear system and requires iterative solution procedures. Finite element tools
such as ANSYS or system simulators as Matlab offer various modifications of the Newton-
Raphson procedure [99] (pp. 496) to calculate the equilibrium state.

The Newton-Raphson procedures require derivatives of all systemmatrix and load vector
coefficients with regard to the unknown displacement and temperature degrees of freedom
to formulate the Jacobian matrix (also known as tangential stiffness matrix). Matrix coeffi-
cients with user defined settings for the Young’s modulus and the coefficient of thermal ex-
pansion are defined by a series of discrete sample points, which are linearly interpolated in
ANSYS as discussed in Chapter 5.

In microfluidic systems, 3D finite element simulations are necessary tomodel the swelling
state of the hydrogel at different stimulus concentrations. The outer faces of the swollen gel
are transferred by moving wall boundary conditions to the fluid domain in order to compute
the fluidic resistances for subsequent system simulations in Chapter 6 and 7.

Existing finite element tools such as ANSYS do not support special simulation routines
for chemo-thermo-mechanical interactions in hydrogels. It is still challenging and a fun-
damental research topic. Trendsetting principles and algorithms have been published by
Wallmersperger et al. [100] and Ballhause et al. [101]. In those articles, the change of the
chemical concentrations, the electrical potential and the mechanical displacements are
investigated for varying ambient conditions. A fully coupled bi-directional finite element
model has been developed and implemented, which considers the ion exchange, the domain
formation and the change of bound charges [102]–[105].

1 2

Figure 3.3: Two-node link element formulation for the hydrogel swelling behavior dependingon its respective concentrations.
The developed two-node 1D element shown in Figure 3.3 has seven degrees of freedom

for each node, which are the mechanical displacement u, the concentrations of the mobile
cations C+ and anions C−, the concentration of bound anionic charges CA− , the reference
concentrations (C̃+, C̃−) and the electrical potential Ψ. The elements are aligned in a row
through the solvent and the gel. They have been used to simulate concentration distribu-
tions, the osmotic pressure that deforms the gel and the electric potential influenced by the
electrical field of mobile ions, bound charges and voltages at electrodes. The implemented
finite element equations have the following form [100]:
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Kuu 0 0 0 K
uC̃

+ K
uC̃

− 0

0 KC+C+ 0 0 0 0 KC+Ψ

0 0 KC−C− 0 0 0 KC−Ψ

KC
A−u 0 0 0 0 0 KC

A−Ψ

0 0 0 0 K
C̃

+
C̃

+ 0 0

0 0 0 0 0 K
C̃

−
C̃

− 0

0 KΨC+ KΨC− KΨC
A− 0 0 KΨΨ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
·

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

u

C+

C−

CA−

C̃
+

C̃
−

Ψ

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Fu

FC+

FC−

FC
A−

F
C̃

+

F
C̃

−

FΨ

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.24)

3.1.3 Static System Level Design for Hydrogel Swelling

Swelling-stimulus functions can either be calculated analytically based on the Helmholtz free
energy or the swelling response is measured on prototypes. It is demonstrated that analyti-
cal models based on the physical level of abstraction are very sensitive to empiric parameter
variations. Furthermore, the behavior and interactions of internal physical properties is very
complex and leads to time and resource consuming simulation models. It is vital to under-
stand the physical nature, but engineering devices and systems are often described on a
higher level of abstraction.

This work focuses on the implementation of properties in systemmodels, which can be ob-
served by measurements and characterize the macroscopic behavior by phenomenological
properties. Typical properties are the volume swelling degree Qwhich can be detected by op-
tical inspection, the stiffness which can be measured by indentation and dynamic properties
discussed in Section 3.2.3.

In the following, the quasi-static swelling is described by the volume swelling degreeQ as a
function of the applied temperature T . Other stimulus sources can be considered in a similar
way. The volumetric swelling is usually defined by the lower and upper volume bounds, which
are measured in the dry and in the swollen state. It leads to the minimum swelling degree
Q0 and the maximum swelling degree Q1. In between, the swelling-stimulus functions follow
a smooth monotonically decreasing or increasing behavior with saturations in the dry and
swollen state. It is a typical S-shaped curve, which can be described by a sigmoidal function
[106], [107] or a logistic function [108] (pp. 50-56):

f(x) =
a1 − a0

1 + e−k·(x−x0)
+ a0, (3.25)

where x0 is the sigmoidal midpoint on the x-axis, a1 is the maximum, a0 the minimal func-
tion value and k is the sigmoidal growth rate of the curve. The midpoint x0 is the x-value,
at which the function value f(x) is in the middle between the maximum and the minimum.
For static hydrogel swelling applications, this point is referred as lower critical solution tem-
perature TLCST and can be considered as a transition point where the stimulus changes the
swelling states “collapsed” and “swollen” for logic applications with binary states. In reality, it
is a smooth transition whereby the slope of the curve is described by the k parameter.

Equation 3.25 is adapted to a function, which starts from Q1, ends at Q0 and uses the
transition point TLCST with a growth rate k. It leads to the following equation:
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Q(T ) =
Q1 −Q0

1 + e−k·(T−TLCST )
+Q0. (3.26)

Equation 3.26 is referred as a 4-parameter sigmoidal function. The sigmoidal function
plotted in Figure 3.4 can directly be used to extract Q1, Q0 and TLCST from the diagram. The
growth parameter k is approximated by the ∆T ′ parameter according to Equation 3.27. The
value∆T ′ is similar to the rise time of an exponential functions and defines the temperature
change from the LCST that is necessary to reach the maximum or minimum volume swelling
degree within a certain tolerance band. The factor 5 is related to an accuracy of 99.3% and a
factor of 3 can be used for a 95% accuracy:

k = − 5

∆T ′ . (3.27)
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Figure 3.4: 4-point sigmoid function based on the parameters Q1, Q0, TLCST and k.
Experimental results have shown that the curvatures below and above the LCST are not

identical. A 5-parameter sigmoidal function has been developed to better approximate the
asymmetric response. Likewise, the upper curvature ku and the lower curvature kl parameter
can be extracted from the temperature distances∆T ′

u and∆T ′
l , which are necessary to reachthe tolerance band:

Q(T ) =
Q1 −Q0

1 + 1

1+eku·(T−TLCST ) + 0.5 · e−kl·(T−TLCST )
+Q0. (3.28)

Figure 3.5 illustrates a typical example and Table 3.2 lists the extracted parameters. It
could be shown that the parameters of sigmoidal functions can be easily adjusted tomeasure-
ment data. Sigmoidal functions usually provide satisfying results for an analytical description
of the swelling response at arbitrary stimuli signals. Equation 3.28 will be utilized for mod-
eling and simulation of swelling processes of hydrogels in microfluidic devices. The function
values and their derivatives can efficiently be calculated in each time step of transient simu-
lations.
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Figure 3.5: 5-parameter sigmoid function based on the parameters Q1, Q0, TLCST , ∆T ′
u and

∆T ′
l .

Noteworthy is, that the characterization of hydrogels always depend on the targeted de-
scription and always causes different absolute values. For the example of TLCST , also opticalrefraction phase-transition points are used characterization [109] or depending on the ana-
lytic function, the turning point of the slope can be defined. In this work TLCST is always the
mid point of the sigmoidal function, which is also always the turning point of the slope.
Table 3.2: List of parameters used to draw the 5-parameter sigmoid function of Figure 3.5.

parameter Symbol Value Unitmaximum swelling degree Q1 11 -minimum swelling degree Q0 1 -lower critical solution temperature TLCST 32 Ctemperature distance for upper curvature ∆T ′
u 20 Ctemperature distance for lower curvature ∆T ′
l 5 C

3.2 Transient Description

The transient behavior is observed by a step change of the ambient stimulus. Thereby the
diffusion of the stimulus varies between the heat transfer coefficient in the order of Dth =

10−3 cm2/s and a diffusion of solvent with Dsolu = 10−5 cm2/s. In case of a step change of
the ambient stimulus, the current equilibrium will shift to a new equilibrium state, in which
the hydrogel is now desired to swell. The process to the new swelling state is a time depen-
dent process, where the hydrogel changes in size until the new equilibrium is reached. This
resulting volume change is also called cooperative diffusion coefficient and is in the order of
DV = Dcoop = 10−7 cm2/s [85]. For the description of a thermal induced swelling behavior,
the heat transfer and the resulting volume change diffusion differ by the order of Dth

Dcoop
= 104.

Therefore, only the slowest process has to be implemented in transient simulations and the
thermal transfer can be considered as an instant quasi-static process.

35



Chapter 3 Analytical Descriptions of Swelling
3.2.1 Physical Dynamic Chemo-Thermal Description

A first comprehensive analytical description of the swelling kinetics was published by Tanaka
and Fillmore in [110], [111] and a summary can be found in [80].

The Tanaka-Fillmore theory is based on fundamental principles of continuum mechan-
ics. A displacement vector as a function of a position and time u(r, t) has been used to calcu-
late the components of the stress tensor σik [112] (pp. 1-37). The indices of σik refer to forcesalong the k-axis, which act on a unit plane perpendicular to the i-axis. The stress-displacement
relationship is defined by:

σik = K(∇ · u)δik + 2G·
(︃
uik − 1

3
(∇ · u) δik

)︃
, (3.29)

where Equation 3.29 is a PDE consisting of the nabla operator∇, the Kronecker delta δik, thebulk modulusK, the shear modulus G and a displacement vector field u of each point within
the hydrogel. The first term of Equation 3.29 describes the stress caused by a volume change
and the second term the stress resulting from shear deformations. As a next step, Newton’s
equation of motion is used to describe the dynamic response by:

ϱ
∂2u

∂t2
= ∇ · σ − ζ

∂u

∂t
, (3.30)

where ζ is the coefficient of friction and ϱ the density of the hydrogel. The left side of
Equation 3.30 represents inertial forces and the right side the elastic forces and friction
forces, which result from the relative motion between the solvent and the gel network. For
high polymer-solvent frictions, inertia effects are neglected ϱ∂2u

∂t2 = 0, which eliminates the
second time derivatives:

∂u

∂t
=

∇ · σ
ζ

. (3.31)
Combining Equation 3.29 and 3.31 leads to:

∂u

∂t
=

K+ G
3

ζ
∇ (∇ · u) +

(︃
G

ζ

)︃
∆u, (3.32)

where ∆ is the Laplace operator. Equation 3.32 can be solved analytically for simple shape
elements. Tanaka investigated spherical hydrogels where the displacement vector u can be
represented by a single component, which are displacements in radial direction r. Here, r
is the radial vector and r represents the scalar amplitude. Together they can form the unit
vector e⃗r with:

u (r) = u(r) · r
r
= u(r) · e⃗r. (3.33)

Now the displacement field is only a function of the radius. If a one-dimensional system is
considered, the displacement field u (r) is transformed to a scalar displacement u(r) forming
Equation 3.32 to a scalar description:

∂u

∂t
= Dcoop

∂

∂r

(︃
1

r2

[︃
∂

∂r
(r2u)

]︃)︃
. (3.34)
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In Equation 3.34, the cooperative diffusion coefficientDcoop is introduced as a function ofthe bulkmodulusK, the shearmodulus Gand the friction coefficient ζ. Tanaka quantified the

diffusion coefficients from pure mechanical properties, which are measured on specimens:
Dcoop =

K+ 4
3 G

ζ
. (3.35)

Equation 3.34 has been solved for given initial displacement conditions and zero stress
boundary conditions at the outer faces of the sphere with a radius r0. A superposition of
eigenfunctions fn(x) leads to the following displacement-time relationship:

u (r, t) =
∑︂
n

fn(x)e
−n2 Dcoop·π2

r20
t
. (3.36)

Equation 3.36 is the analytical solution for a step change of the stimulus at the outer
faces. The first eigenmode has usually the largest magnitude and contributes most to the
transient response. The time constant τ , which is related to the first eigenmode can directly
be extracted from the exponent term with n = 1:

τ =
r20

π2 ·Dcoop
. (3.37)

Tanaka developed a first comprehensive theory, which explains the time dependent
swelling behavior of hydrogels. The approach of Tanaka is more of a heuristic nature and
therefore more advanced thermodynamic descriptions are later developed.

The Doi theory [81], is also based on principles of continuum mechanics but the stress-
displacement relationship is directly extracted from the thermodynamic free energy equation
discussed in Section 3.1.1. Doi uses the free energy density as a function of the deforma-
tion gradient Fij to formulate the stress-displacement relationship. The free energy density
A(Fij , T ) contributes from the mixing part and the elastic part:

A(Fij , T ) = Amix (Fij , T ) + Aelast (Fij , T ) . (3.38)
Fij is referred deformation gradient Fij = ∂r′i/∂rj and is calculated from the derivatives

of the position vectors in the initial and deformed state. The position vector describes the
location of arbitrary points in the hydrogel, whereby r is the initial position and r′ is the de-
formed position. The deformation gradient is a tensor of the second order, which can be used
to separate normal strain (stretch, compression), shear strain and rigid body rotations of an
infinitesimal small reference volume. The stress tensor in the hydrogel is defined by [80]:

σij (r
′) =

∂A

∂Fik
· Fjk (r

′) . (3.39)
In addition to the polymer deformation, the time dependent polymer velocity field vp, thesolvent flow field vs and the solvent pressure field pmust also be taken into account. The final

differential equation of motion is based on the following four assumptions:
1) The solvent pressure p is equal to the stress σ on the surface of thy hydrogel:
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∇ (σ − pI) = 0. (3.40)
2) WithDarcy’s law of porousmedia [113], the solvent permeation speed is proportional
to the pressure gradient vp and the polymer permeability κ0. The solvent permeation is
the velocity of the solvent vs relative to the polymer network vp:

vs − vp = κ0(ϕ) · ∇p. (3.41)
3) The polymer volume fraction ϕ is defined by the mass conservation law:

∂ϕ

∂t
= −∇ · (ϕvp) . (3.42)

4) Finally, the incompressibility condition leads to:
∇ [ϕvp + (1− ϕ)vs] = 0. (3.43)

Equation 3.40 - 3.43 can be summarized to the following nonlinear partial differential
equation of motion, which is linearized at the initial state ϕ0:(︃

K+
G

3

)︃
∇∇ · u+ G∇2u = ∇p. (3.44)

Hereby is K the osmotic modulus and G the shear modulus. The osmotic modulus de-
scribes restoring forces for the swelling deformation and can be calculated from the second
derivatives of the free energy density A(ϕ) with regard to the polymer volume fraction ϕ:

K= ϕ2
0 ·
(︃

∂2

∂ϕ2

(︃
A(ϕ)

ϕ

)︃ ⃓⃓⃓
ϕ=ϕ0

)︃
. (3.45)

The shear modulus G is calculated from the second derivative of the free energy density
with regard to the engineering strain ε = u

l :
G=

∂2

∂ε2
A(ϕ(ε)) . (3.46)

In order to calculated derivatives with regard to engineering strain, the polymer volume
fraction ϕ must be replaced in the energy formulation by the stretch ratios Λ = l

l0
in spatial

directions and finally by the engineering strain:
ϕ(ε) =

1

Q
=

1

Λ1 · Λ2 · Λ3
=

1

(1 + ε) ·
(︁
1− ε

2

)︁2 . (3.47)
A compressibility is only achieved if a solvent moves in or out of the gel, which

causes swelling. With Darcy’s law in Equation 3.41 and the incompressibility condition in
Equation 3.43, the pressure-displacement relationship is formulated by:

∇u̇ = (1− ϕ0) · κ0∇2p. (3.48)
Equation 3.44 and 3.48 describe the linearized form of the displacement field u and the

pressure field p as a function of the time t. The Tanaka-Fillmore Equation 3.35 can be ob-
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tained under the assumption that the polymer velocity field and solvent velocity field are
opposite for the entire hydrogel space [80]. The cooperative diffusion coefficient can then be
described by:

D =

(︃
K+

4

3
G

)︃
· (1− ϕ0) · κ0, (3.49)

which is used to calculate the time constant τ for simple shape elements analytically. Doi
investigated swelling of thin hexahedral, of cylindrical and of spherical hydrogels. Similar to
Tanaka, the time constants depend on physical hydrogel properties, which are the osmotic
modulus K, the shear modulus Gand the polymer permeability χ.

For small deformations, the polymer permeability χ is the inverse of the polymer friction
coefficient ζ of the Tanaka theory and Equation 3.49 and 3.35 are identical [81] (eq. 71). Differ-
ent is just the way, how theKand Gmaterial parameters are determined. Tanaka used pure
mechanical properties, which have been measured by light scattering spectroscopy, macro-
scopic swelling experiment and other mechanical rheology tests [110], [111]. Doi extracted the
data theoretically from the Helmholtz free energy equation without measurements.

An alternative description of the cooperative diffusion coefficient is provided in [114].
There, the cooperative diffusion coefficient is expressed as a function of the volume swelling
degree D ∼ Q−n, for which the power variable n is set to n = 0.75. To resolve the proportion-
ality, a base diffusion coefficient D0 is introduced:

Dcoop = D0 ·Q−n. (3.50)
Thereby, the Einstein–Smoluchowski equation is used for the base diffusion coefficient

D0 of the gel. This base diffusion depends on the dynamic viscosity ηs, the hydrodynamic
radius rh of a single polymer chain, the Boltzmann constant kB and the temperature T [115]
(pp. 319):

D0 =
kBT

6πηsrh
. (3.51)

3.2.2 Finite Element Routine for Dynamic Thermo-Elastic Expansion

Transient finite element simulations provide information about the swelling response for
time-dependent stimuli signals. A step signal is usually applied to calculate the rise time of
a system. The time-dependent behavior of thermo-mechanical systems is described by the
mass and damping matrices and the static behavior is solely defined by the stiffness matrix.
The stiffnessmatrix includes the expansion behavior and elastic deformations as discussed in
Section 3.1.2. The mass and damping matrices define eigenfrequencies, inertial effects and
energy loss mechanisms.

For the example of a coupled thermo-mechanical solid element, Equation 3.23 is now
expanded by a mass matrix [M ], the mechanical damping matrix [C], the specific heat matrix
[Ct] and the thermoelastic damping matrix [Ctu] [116] (pp. 299):
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(︄
[M ] [0]

[0] [0]

)︄(︄
{ü}
{T̈}

)︄
+

(︄
[C] [0]

[Ctu] [Ct]

)︄(︄
{u̇}
{Ṫ}

)︄
+

(︄
[Kuu] [KuT ]

[0] [KTT ]

)︄(︄
{u}
{T}

)︄
=

(︄
{F}
{Q}

)︄
. (3.52)

The elastic stiffness matrix [Kuu], the thermal conductivity matrix [KTT ] and the thermoe-
lastic stiffness matrix [KuT ] are already introduced in chapter 3.1.2.

For hydrogel-based applications, the specific heat matrix is most important to approx-
imate the transient responses. Inertial effects caused by the mass matrix, by mechanical
damping or by thermoelastic damping can be ignored. The specific heat matrix in combina-
tion with the thermal conductivity matrix define how fast the temperature penetrates into
the hydrogel. Thereby, the resulting heat transfer coefficient is defined by the thermal con-
ductivity λ, the material density ϱ and the specific heat capacity cth, which are adapted to thecooperative diffusion constant in Section 5.2.4:

Dth =
λ

ϱ · cth
. (3.53)

For simple structures, the heat transfer coefficient can be used to calculate the time con-
stant τ analytically. The time constant is a characteristic quantity, which characterizes the
step response of a linear first-order differential equation. After t = 1τ , t = 3τ and t = 5τ time
duration, the step response reaches 63.2%, 95% and 99.3% respectively.

The time constant of any diffusion process is derived from themean square displacements
[117] and is commonly demonstrated for the random walk theory example [118], [115] (pp. 319,
329):

τ =
l2c

2 · n ·Dth
, (3.54)

where Dth is the diffusion coefficient, n is the spatial dimension of the problem and lc is acharacteristic length.
For spherical hydrogels where the solvent penetrates from all directions into the gel, the

parameter nmust be set to 3 and the characteristic length is the radius of the sphere. Hydro-
gels are often flat structures, which are fixed at the bottom face. Here, the solvent penetrates
mainly from the top face into the hydrogel. For those models, the parameter n becomes 1

and lc is the thickness. In Equation 3.54, the time constant τ is related to diffusion results
measured at a specific point with a distance lc to the outer faces. It is the center point for
spheres or the bottom face of a flat hydrogel with large lateral dimensions. Numerical finite
element simulations are utilized to calculate the time constant for other points or structures
where the distance lc to the point of interest is not constant. For a cube, nmust be set to 2.13

and lc is the half edge length as shown in Figure 3.6.
In practice, the time constant should be related to an average swelling degree of the hy-

drogel volume and not on the center point. Average swelling over time is usually measured
by experimental characterization or has to be analyzed in modeling and simulation of mi-
crofluidic components and systems. Average swelling is faster as local swelling at the center
point. Finite element simulations have shown, that the time constant for spherical hydrogels
is about three times lower and nmust be set to 9 in Equation 3.54. Further values for typical
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structures are listed in Figure 3.6.

Transient finite element simulations provide local and average time constants for arbitrary
shapes and stimulus functions. Further details will be discussed in Chapter 5. Transient sim-
ulations in finite element tools are usually based on the Newmark-time integration schema
[99] (pp. 777). It is an implicit numerical solver for ODE systems of second order and considers
a constant or a linear acceleration in each time step.
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?
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?

?

unconstraint object constraint object

?

?

Figure 3.6: Common unconstrained and constrained hydrogels with the numerically deter-mined spatial parameter n focusing either on the center point of the system or the averagetemperature distribution.

3.2.3 Transient System Level Design for Hydrogel Swelling

Following the modeling concept for the static behavior presented in Section 3.1.3, the dy-
namic response in system level design is described by the time dependent length or volume
change of the hydrogel, which is primarily depending on the time constant τ . Length and vol-
ume parameters are easier to obtain by measurements as internal physical quantities such
as the bulk modulus K, the shear modulus Gor the friction coefficient ζ , which are utilized
by Tanaka and Doi to describe the swelling kinetics.

In system models, the dynamic behavior of hydrogels is usually described by a single de-
gree of freedom, which is a characteristic length parameter or by a fewDOF, which are dimen-
sional parameters in different spatial directions. The transient response can be efficiently an-
alyzed in a two-step procedure. It starts with a static simulation step, which computes a stim-
ulus dependent length. The stimulus dependent target length is referred equilibrium length
leq(T ). It follows a transient simulation step, which calculates the time-dependent kinematic
length l(t) of the hydrogel. The relationship between equilibrium length and kinematic length
is defined by:
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d(l) · l̇(t) + l(t) = leq(T ). (3.55)
Thereby is d(l) the damping coefficient, l(t) the kinematic length and leq(T ) the equilibriumlength of the first-order differential equation. The damping coefficient is equal to the time

constant τ because the stiffness term must be set to one in order to obtain the same static
and transient response at constant stimulus signals:

d(l) = τ(l). (3.56)
The time constant of hydrogels is a function of the kinematic length, the cooperative dif-

fusion and a constant scale factor dfac, which depends on the shape of the hydrogel:
τ(l) = dfac ·

l(t)2

Dcoop(l)
. (3.57)

According to Equation 3.50, the cooperative diffusion Dcoop is a function of a base diffu-
sion D0, the volume swelling degree Q(l) and a power factor, which is n = −0.75:

Dcoop(l) = D0 ·Q(l)n. (3.58)
The base diffusionD0 is usually measured by fitting experimental response functions. The

volume swelling degree Q(l) is defined by:
Q(l) =

l(t)3

l30
, (3.59)

where l(t) is the kinematic length and l0 is the unswollen length. Equation 3.59 is applica-
ble for hexahedral and spherical hydrogels since the swelling degree in spatial directions is
identical. Finally, the damping coefficient of Equation 3.55 can be described by:

d(l) = dfac ·
l(t)2−3n · l3n0

D0
. (3.60)

It is known that swelling processes of hydrogels are faster than shrinking processes. In
system models, it is easy to distinguish swelling and shrinking by the first time derivative of
the stimulus signal. The parameter dfac introduced in Equation 3.57 scales the time constant
τ . An if-condition can be implemented in system simulators to change the value of the param-
eter dfac depending on the slope of the length-time function l(t). The value of the parameter
dfac is usually considered in the value of the base diffusionD0 for increasing stimuli functions
what keeps the parameter dfac just for decreasing stimuli in the following equation:

d(l) =

⎧⎨⎩
l(t)2−3n·l3n0

D0

dl(t)
dt ≥ 0

dfac · l(t)2−3n·l3n0
D0

dl(t)
dt < 0

. (3.61)
Experimental results have shown that the time constants of swelling and shrinking pro-

cesses differ strongly especially for concentration triggered PNIPAAm. Figure 3.7 visualizes
the static and transient response of a typical example simulated in Matlab Simulink.

Figure 3.7 shows the equilibrium length and the kinematic length of the hydrogel for an
applied stimulus pulse function. The blue line is the equilibrium length leq(T ), which jumps
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from 500 µm to 600 µm and follows the idealized stimulus pulse instantaneously. The length
change depends on the implemented quasi-static swelling behavior in the systemmodel. The
red curve is the kinematic length l(t), which describes the true time-dependent length or
swelling behavior of the hydrogel. The red curve would be an exponential function for con-
stant damping terms. In Equation 3.61, the damping coefficient depends on the kinematic
length and leads to a non-linear first-order differential equation. The red curve is distorted
and differs to the linear response.
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Figure 3.7: Equilibrium and kinematic length of the hydrogel at a stimulus pulse function.

3.3 Swelling Hysteresis Effect

Hysteresis is a system behavior, in which the change in an effect occurs with a time delay
compared to the cause. In systems with hysteresis, the output quantity does not only depend
on the input signal but also on its history. Hysteresis occurs in many natural and technical
processes, especially in the magnetization of a permanent magnet, in control engineering,
in biology and economics. It is known that hydrogels also have hysteresis effects [86], [87]
and one of the earliest experimental investigations have been done at the TU Dresden [59],
[119]. Hysteresis effects can be quantified by a sinusoidal stimulus function, which covers the
entire operating range of the hydrogel. The related length or volume change is plotted on the
y-coordinate. Hysteresis occurs if swelling and shrinking curves are not identical. The area in
between indicates hysteresis and describes an energy loss in physics. It can be distinguished
between a rate-dependent and a rate-independent hysteresis. Rate-dependent hysteresis is
an effect, which depends on the rate (first time derivative) or the frequency of the stimulus
signal. It is a transient or dynamic effect. A rate-independent hysteresis does not depend on
the frequency and occurs also for quasi-static stimulus changes. During the experimental
review, the frequency must be changed to decide whether there is quasi-static or dynamic
hysteresis.
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Transient hysteresis is determined by the damping element in a first-order differential

equation. In Section 3.2.3, it could be demonstrated that the damping coefficient depends
on the cooperative diffusion parameter of the hydrogel. Therefore, transient hysteresis is also
referred diffusion-based hysteresis. Damping effects are proportional to both, the coefficient
of the damper element and the first time derivative of the kinematic length according to
Equation 3.55. Diffusion-based hysteresis is discussed in Section 3.3.2.

Quasi-static hysteresis occurs also for slowly varying stimulus functions. There can be sev-
eral physical reasons. It is hypothesized that the attraction of the solvent caused by the hy-
drophilicity change of the material [88] causes this irregularity, which can be observed by
slowly varying stimulus signals. Another reason can be the non-linearity parameter χ2 of theenergy function in Section 3.1.1. Large values cause a bifurcation as shown in Figure 3.8,
which leads to an inherent hysteresis with jumps in the swelling and shrinking path. Ideal
jumps of the hydrogel length are impossible and the swelling and shrinking behavior under-
goes there a smooth transition with shifted phase-transitioning curves, which is shown in
Figure 3.8.
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Figure 3.8: Quasi-static hysteresis caused by a bifurcation of the swelling response function.
Most likely, both effects can cause hysteresis, with one or the other dominating. A deplet-

ing sinusoidal stimulus function can be applied to indicate, which effect is dominant. Accord-
ing to the first hypothesis, internal hysteresis loops can end in the inner area or at the center
of the hysteresis area. Internal hysteresis loops of the bifurcation model would either end at
the upper or lower branch of the blue curve as shown in Figure 3.8.
3.3.1 Quasi-static Hysteresis

Quasi-static hysteresis models consist of outer and inner hysteresis loops. Outer loops be-
come visible if the stimulus change covers the entire operation range from the left to the
right saturation point. Internal loops appear for depleting stimulus functions, which oscillate
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with decreasing amplitudes around the lower critical solution temperature TLCST .The left hysteresis hull curve is utilized for decreasing stimuli and describes the swelling
behavior. The right hull curve is used for increasing stimuli and describes the shrinking part.
The original swelling response curve without hysteresis goes through the TLCST point. The
outer hysteresis hull curves are shifted horizontally to the right or to the left as shown in
Figure 3.9.
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Figure 3.9: Hull curves showing the equilibrium length of the hydrogel at sinusoidal temper-ature profiles.
It can be realized by adding a hysteresis offset parameter Thyst into the sigmoidal function

of Equation 3.62. A positive value shifts the curve to the right, which happens for decreasing
stimuli and a negative value to the left. The Thyst value can be changed by if-conditions duringtransient simulations. The change of the hysteresis offset parameter will be triggered by a
sign change of the stimulus derivative in system models presented in Section 6.1.1:

Q(T ) =
Q1 −Q0

1 + 1

1+e
ku·(T−TLCST −Thyst)

+ 0.5 · e−kl·(T−TLCST−Thyst)
+Q0. (3.62)

Modeling and simulation of internal hysteresis loops will be explained at the swelling re-
sults for a depleting stimulus function shown in Figure 3.10. The hysteresis model is initial-
ized in the center of the volume phase-transition process. Thereby the hydrogel length is in
the center between the upper and lower bound and the stimulus temperature is equal to
the lower critical solution temperature TLCST as shown in point (1). By increasing the am-
bient temperature, it follows the regular 5-parameters sigmoidal function until point (2) is
reached. Now, a decreasing temperature is detected and a hysteresis offset temperature of
Thyst = −2 C is applied in Equation 3.62. When point (3) is reached, the temperature in-
creases and the hysteresis offset is changed to Thyst = +2 C. Reaching point (4) another sign
change of the stimulus derivative is detected. The sign change happens outside of the lower
saturation range l0 and special calculations must be activated to model internal hysteresis
loops, which start from there. The swelling response does not follow the left hull curve as
shown in Figure 3.10.
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Figure 3.10: Internal hysteresis loops are highlighted for a depleting sinusoidal temperatureprofile.
The new swelling branch must start at point (4), which has a current length of l(T, t) and

should end at the saturation length l1 for low stimulus temperatures. The new curve with
brown color in Figure 3.11 is utilized for inner loops. The brown curve has a shape and a
mathematical description, which is similar to the left hull curve shown in blue, except that
the lower bound l0 is shifted by the offset length loff upwards. The offset length loff can becalculated from the following dimensional ratios:

l1 − l(T, t)

l1 − lHl
(T )

=
l1 − l0 − loff

l1 − l0
, (3.63)

which leads to:
loff = loff1 = (l1 − l0) ·

(
1− l1 − l(T, t)

l1 − lHl
(T )

)
, (3.64)

where l1 is the maximum potential phase-transition length, l0 is the minimal potential phase
change length, l(T, t) is the current length at point (4) and lHl

(T ) is the kinematic length of
the left hull curve, which corresponds to the same stimulus temperature T .

In the next stage the ambient temperature is decreasing until point (5) is reached where
another temperature direction change is detected. A new offset length is calculated, which is
now defined by:

loff = (l1 − l0) ·
(
1− l(T, t)− l0

lHr
(T, t)− l0

)
. (3.65)

The parameter loff1 is set to zero. Two offset parameters loff and loff1 are necessary tocontrol the lower bound and the gain of the sigmoidal function independently. The sigmoidal
function is now described by seven parameters in system level simulation tools:

l(T ) =
l1 − l0 − loff

1 + 1

1+e
ku·(T−TLCST −Thyst)

+ 0.5 · e−kl·(T−TLCST−Thyst)
+ l0 + loff1. (3.66)

The same algorithm is applied for points (6) to (9). Asymmetric hysteresis loops that end
outside the TLCST value have also been verified in Matlab Simulink. A similar modeling ap-
proach is published in [120] and [121].
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Figure 3.11: Calculation scheme for the offset length of inner hysteresis loops.

3.3.2 Transient Hysteresis

Transient hysteresis is caused by the damping parameter in the first-order differential equa-
tion, which is used to simulate the kinematic length. The damping coefficient represent the co-
operative diffusion in hydrogels and leads to rate-dependent hysteresis cycles for sinusoidal
stimulus signals.

Figure 3.12 shows a Matlab Simulink model, which is used to evaluate transient hystere-
sis effects. The left part of the model generates a depleting sinusoidal stimulus function with
an initial amplitude of 25 C and a static offset of 32 C, which has the same value as the
lower critical solution temperature TLCST of the hydrogel. The interpreted Matlab function
in the center of the model calculates the quasi-static equilibrium length leq(T ) according to
Equation 3.26. It follows a Simulink model of the first-order differential equation, which com-
putes the kinematic length l(T, t) with regard to the time t. No hysteresis offset parameters
have been applied to the system model.

The left lower plot in Figure 3.12 shows the stimulus dependent length change of the hy-
drogel. A depleting sine wave was simulated for ten cycles. Inner hysteresis loops end exactly
at the TLCST value. A second result plot is shown in the right lower part of the figure. Here,
the static offset stimulus temperature was enlarged from 32 C to 40 C. The inner hysteresis
loops are asymmetric and end at 40 C stimulus temperature.

The damping values in the presented example are highly enlarged. A transient hysteresis
simulated with realistic values and frequencies shows almost identical swelling and shrinking
curves. Transient hysteresis can usually be ignored. However, significant hysteresis effects
have been observed in measurement. It leads to the assumption, that a quasi-static rate-
independent hysteresis is existing in hydrogels. It requires reliable measurement data of hys-
teresis offset parameters formodeling and simulation in engineering applications. Hysteresis
effects in hydrogels are published in [86], [87].
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48



Chapter 4

Characterization of Hydrogel
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Appropriate material properties are the key requirement for successfully modeling mi-
crofluidic components and hydrogel-based systems. In contrast to many well-known and
well-definedmaterials inmechanical and electrical engineering, the properties of thin films in
microelectronics or polymermaterials inmicrofluidics are subject of large fluctuations. Those
properties depend on structural dimensions, on the material composition and the manufac-
turing conditions. Properties published in the literature must be carefully evaluated for their
validity, especially of prototypes or products, which are manufactured in facilities with new
processes or process conditions.

For many design tasks it is necessary and sufficient to describe and optimize the func-
tional behavior of devices using equations that quantify effects and interactions through phe-
nomenological considerations. It is a typical engineering approach to measure macroscopic
quantities for the elasticity, chemical diffusion and heat transfer or the swelling behavior in
order to define the governing equations in component and system models. However, devel-
oping new designs needs also a deep understanding of microscopic effects and their impact
on the performance. It has been shown that microscopic effects are important for assess-
ing mechanical strength in overload situations, to quantify leakage rates, drift effects or the
long-term reliability.

Chapter 4 focuses on methods, on the equipment and on analytical and on numerical ap-
proaches for the extraction of characteristic material properties through experimental evalu-
ation of test structures and prototypes. Hydrogels are known to have fluctuating properties. A
first reason is the statistical nature of the polymerization process where long-chainmolecules
are formed and interconnect to each other rather randomly. It affects the chain-lengths and
distances, which finally influence the elastic and swelling properties of the hydrogel. A sec-
ond and more important reason is the way of manufacturing in research laboratories where
hydrogels are often synthesizedmanually. The lack of automation naturally causes variations
in the processing time, composition of ingredients and the manufacturing conditions.

In the scope of this work, the statistical distribution of the gelation time is investigated for
several PNIPAAm samples. There the transition from the liquid phase to the solid phase is
of interest and can be measured by using rotating nanowires. For this experiment, the pre-
polymer solution is mixed evenly with these nanowires in a cuvette. These nanowires start
to rotate through the magnetic field of the stirring plate and their angle of inclination is de-
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tected optically by a reflecting laser beam. The light intensity is measured with a camera
system where the optical signal modulates at twice the frequency of the rotating wires. The
rotation stops and consequently the blinking when a solid phase is formed. The blinking mo-
tion of the laser beam is evaluated as an area change in a subsequent image processing
routine. The normalized results of multiple experiments are shown in Figure 4.1. These ex-
periments were repeated many times and the solutions where all applied by using precise
pipettes under similar conditions. However, it can be seen in Figure 4.1 that the gelation time
varied significantly by almost 20 % despite of careful sample preparations. It indicates that
themanual synthesis of reproducible hydrogels is not trivial. These experiments were carried
out together with M.Sc. Katinka Kohl.
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Figure 4.1: Exemplary measurements of the gelation of PNIPAAm samples. A high value cor-responds to a rotating nanowire indicating a liquid phase. A close to zero value correspondsto fixed nanowires, indicating a solid phase.
Chapter 4will demonstrate that computer-aided experimental characterization methods

are vital to improve the accuracy and throughput compared to systems with manual inspec-
tions. In microsystems, a slight variation in quantities can affect the measured behavior sig-
nificantly. It is known from sensitivity analyses, that the same absolute tolerances of input
parameters cause stronger output deviations at lower nominal values. In the process ofminia-
turization, the dimensional tolerance of the hydrogel sizes do not shrink in the same way as
the nominal dimensions.

All essential phenomenological hydrogel parameters must be characterized for a reliable
microfluidic system design. Vital parameters are the static swelling behavior as a function of
the stimulus, the rise time relationship for the transient response, the elasticity at different
swelling states and hysteresis parameters. Complex microfluidic devices often undergo time
and resource consuming manufacturing and assembling steps. Hence, comprehensive de-
sign and characterization technologies are essential for new components and systems with
a high performance and yield.

In this chapter the measurement procedure is subdivided into three principle steps. The
first step is the data acquisition procedure, where the equipment and the measurements
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are automatically controlled by a computer program. Usually, a large amount of raw data
must be stored on a disk, which can be challenging to conserve on a long-term perspective.
The raw data may include images, videos and text files where the data samples have a very
specific relationship to each other.

In a second step, the recorded data are processed and reduced in size as known from
big data computer sciences. The ultimate goal of this data evaluation procedure is to find,
compute and select core data, which are necessary for a clear input-output relationship of
the phenomenological models.

In a third step, the processed data are transformed and adapted to specific mathemati-
cal equations in design systems. Targeted are simplified functions with one or multiple input
parameters referenced as a response surface in computational engineering and measure-
ment technologies. In this data adaptation procedure, the measured model parameters
are represented by polynomial or other fit functions, which can be processed and evaluated
efficiently during optimization or transient simulations.

4.1 Data Acquisition through Automated Measurements

The swelling kinetics are often measured manually where for example the weight of gel sam-
ples is detected at certain stimulus concentrations [69]. These tests are fast to establish and
the mass change of hydrogel samples can be determined in a reasonable time.

However, the scope of this work is an automated computer-controlled measurement ap-
proach for the swelling kinetics. A camera-based system extracts a series of two-dimensional
images of the swelling process and provides detailed information about the lateral swelling
states. Average length and area changes can be calculated from image recognition proce-
dures. Furthermore, the computer system can extract statistical data as mean values and
standard deviations, which quantify the repeatability of the process. In contrast to weight
measurement techniques, camera-based image recognition procedures provide also data
about the local swelling behavior at outer edges and corners. Those measurement results
describe the uniformity of the time and stimulus dependent swelling process and are impor-
tant to assess the sealing behavior and potential leakage rates of the microvalve designs.

Another quantity is the initial stiffness and the stiffness change during the swelling process.
However, accurate measurements are very difficult to carry out in practice. In Section 4.1.2,
an experimental approach will be presented, which is similar to the detection of the gelation
time as introduced in Section 4.1.1. In a liquid phase, the nanowires can rotate in the hydrogel
solvent. In a solid phase, nanowires can only slightly oscillate at alternatingmagnetic stimulus
signals. These oscillation amplitudes depend on the stiffness of the surrounding material
and the applied driving forces. Then these experiments are recreated with parametric finite
element models in order to extract the stiffness data by parameter adaptation methods. In
particular, the stiffness of the hydrogel in the finite element model is increased or decreased
until the numerical behavior corresponds to the measurement data.

An automated and user-friendly measurement set-up and data acquisition procedure is
the goal in the following section.
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4.1.1 Measuring the Swelling of Hydrogels

Themeasurement setup shown in Figure 4.2 is developed to characterize the swelling behav-
ior of the hydrogel. It can be separated in three main levels:

The first layer is the monitor and control level. It is a computer system with interface
ports, which are controlled by a software program like LabVIEW. User routines with a GUI
have been developed to connect controllers and devices, to define their target functionality
and to organize the rawdata storage. The downside is, that all devicesmust be programmable
with open drivers and be supported by LabVIEW.

The second layer is the process level, at which all independent controllers operate. The
outsourcing of certain functions from the computer level into a fieldbus systemhelps tomain-
tain the performance of LabVIEW. For example, hardware based PID can often operate faster
than software-controlled algorithms on the computer system of level one.

The third layer is the field layer in which various pumps, flow sensors, the microfluidic
chip, heating systems and other laboratory devices are arranged and connected to each other.
The data exchange procedure of themeasurement system is very flexible. There is no need to
connect all components to the next higher hierarchical level. For instance, the syringe pumps
used in the setup can operate in a master-slave configuration, where one pump is controlled
by the computer and then the signal is forwarded to one or more slave pumps by the master
pump. To improve the accuracy, the volume flow rate in the system is permanentlymonitored
by flow sensors. Deviations from the target behavior are recognized by a PID controller, which
adjusts the pump output in a feedback loop.
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Figure 4.2: Exemplary measurement setup concept to characterize the hydrogel swelling.
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The measurement setup allows to change independently the stimulus concentration, the

volume flow rate and the temperature in the vicinity of the hydrogel. The stimulus concen-
tration can be defined by two syringe pumps in the left lower part of Figure 4.2. The first
reservoir contains the stimulus and the second one an aqueous solution. Depending on the
applied pump rates, the stimulus concentration can vary from zero to the upper level defined
by the concentration in the first reservoir.

The volume flow rate is primarily defined by the syringe pumps. However, it turned out
that the true flow is slightly affected by the total fluidic resistance of the system. For this rea-
son, the volume flow rate is measured and the pump outputs are controlled by two flow sen-
sors. The temperature can be increased by an Indium-Titan-Oxid (ITO) heater and decreased
by active cooling using a cryostat system. Measurements at the integrated temperature sen-
sor have shown that the ITO heater can change the temperature almost instantaneously com-
pared to the time constant of the hydrogel. The cryostat was necessary for two reasons, first
to reduce the temperatures below ambient and second to increases the speed of cooling
processes to reach time constants below one second.

A digital camera is mounted on a microscope to measure the lateral dimensions and the
shape of the hydrogel. The camera resolution is usually set to 1600x1200 pixel and the frame
rate to about 1Hz. With the magnification of the microscope it corresponds to a length res-
olution of about 1.25 µm per pixel. Higher resolutions are possible but will make the subse-
quent image handling, processing and storagemore challenging. Furthermore, the resolution
is clearly above the wavelength of visible light used for the inspection of a 500 µm object. It
will encounter no challenge by the wavelength limitation of optical microscopes.

Three different stimulus signals are necessary to characterize the swelling behavior: A
slow ramp signal is used to evaluate the quasi-static phase-transition behavior of the hydro-
gel. In practice, a triangular function is repeated several times with increasing and decreasing
waveforms in order to average the measurement result over several cycles.

Then, a pulse signal is applied tomeasure the transient response. It provides information
about the length dependent rise time of the hydrogel. The applied pulse function stimuli are
not ideal especially for chemical concentrations. Here, the delay time starting from themixing
junctions at the inlet to the hydrogel specimen is velocity dependent. This time delay needs
to be manually corrected in a separate data processing step. For this condition, a constant
total volume flow rate is required. To change the ambient concentration level, the volume
flow rate of two syringe pumps are increased and decreased by the same rate, which will
apply an overall constant volume flow and still changes the resulting concentration level. For
this behavior, Equations 7.4 and 7.9 are used to calculate the time delay.

Finally, a slowly depleting sinusoidal signal around the lower critical solution tempera-
ture TLCST has been utilized to measure quasi-static hysteresis parameters. The time dura-
tion to determine hysteresis effects is between several hours and a few days.

During each measuring step, an image with a corresponding text file entry is saved to
the hard drive. The text file entry contains a time stamp, the applied volume flow rates, the
temperature level of the cryostat and the applied voltage level of the ITO heater. Based on
these values, the corresponding concentration and the applied temperature at the hydrogel
can be readily determined in the post processing step.
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Figure 4.3 shows the front-end for the swelling measurement station. On the left side is

the current image of the camera, the frame rate and the resolution. A view panel allows to
zoom and pan the image to the area of interest. The start-stop button activates the measure-
ments for the specified time range. On the right side are settings for the equipment and the
applied volume flow rates of both syringe pumps for the proposed measurement procedure.

Figure 4.3: Examplary LabVIEW front panel for the hydrogel swelling experiment.

4.1.2 ContactlessMeasurement Concept to Determine the Core Stiffness of Hydrogels

Multiple methods exist to measure the stiffness of hydrogels. In macroscopic systems, the
elastic properties are usually determined by tensile and shear testing experiments on larger
specimens. In microscopic systems, not only the specimens but also the test equipment,
in particular the probe tips, must be miniaturized. Clamping of samples to measure the
force-displacement relationship is often difficult or even impossible, especially for small and
highly flexible materials as hydrogels. Alternatively, the stiffness of miniaturized samples has
been detected through micro-indentation testing [122], [123] or based on the atomic force
microscopy [124], [125]. In [124], the AFM is utilized to detect the local surface stiffness of the
material through colloidal probing of small gels with micrometer size.

Both, micro-indentation and atomic force-based testing methods utilize tiny tips or nee-
dles to measure the force-displacement relationship at the surface of the specimens. In the
scope of this work, a collaborative research project was established between the University of
Minnesota (Group of Professor Stadler) and the TU Dresden (Group of Professor Odenbach
and Professor Richter). The aim of this project was the determination of stiffness parameters
in the interior of the hydrogel using contactless measuring techniques. In previous work, stiff-
ness measurements are carried out at the outer faces. The surface properties are expected
to differ from the behavior within the volume. In addition, surface properties are not uniform
since photolithographic technologies are used to structure the hydrogel. Light intensity fluc-
tuations, like shadowing effects, occur at outer edges and therefore the light intensity does
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not ideally jump from on to off in a photolithographic process. Instead there is a gradient,
which depends on process conditions, the sample size and its location [126].

The newmeasurement setup, which is developed and tested during this project, is shown
in Figure 4.4. It is similar to the gelation time experiments discussed earlier. Since full turns
of magnetic nanowires in solid material are unreasonable for stiffness measurements, the
nanowires of the hydrogel samples are just stimulated to small tilt angles or vibration ampli-
tudes. The measurement approach can be outlines as follows:

In the initial state, all magnetic nanowires in the hydrogel have the same orientation. The
alignment is achieved by a strong and homogeneous magnetic field impulse applied through
a VSM. Perpendicular to the nanowires are two electro magnets, which create a torque, de-
pending on the applied current signal. When the electromagnets are activated, the nanowires
tilt slightly towards the poles. After switching off, the nanowires return nearly to the starting
position. It indicates, that the material where the nanowires are embedded behaves almost
elastic. The tilt angle depends on the applied torque, on the size of the nanowires and on
the stiffness of the hydrogel. The angle of inclination is detected by the reflected laser light
and was recorded with a digital camera. The light reflection in Figure 4.4 is based on the
magneto-optic Kerr-Effect [127], [128]. The stimulation process is repeated several times by a
pulse function to observe results over many cycles.
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Figure 4.4: Schematic of the measurement setup consisting of a laser beam and 2 electro-magnets creating the magnetic field H� . The field causes the aligned magnetic nanowires todeflect, which are used to determine the Young’s modulus of the hydrogel material.
The light intensity measured by the digital camera is inverse proportional to the deflec-

tion amplitudes of the nanowires. Figures 4.5 shows a typical transient response. The pulse
frequency of the current applied to the electromagnets is about 1Hz and the high value is
about 10% of the pulse duration. The light intensity gets smaller with increasing tilt angles,
which depends on the optical setup. Finally, the signal difference between high and low value
is proportional to the tilt amplitude.

In Figure 4.5, a little drift of the signal can be seen, which is superimposed to the pulse
signal response. The light intensity decreases over time, which means that the angle of incli-
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nation slowly increases during themeasurements. The behavior reverses when the current at
the electromagnets changes the direction. It indicates a viscoelastic behavior of the hydrogel,
which should be further investigated in future experiments.
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Figure 4.5: Image processing result, which is showing the illuminated area change of the laserbeam over time when applying a pulse function at the electromagnets.
Themeasurement in Figure 4.5 represent how far the nanowires can deflect within the gel.

This rotation angle can be replicated in a finite element model where this angle of inclination
to the applied magnetic force is adapted by changing the ambient material stiffness.

Contrary to the common rheology testing, the proposed method is a promising contact-
less measurement method. The nanowires with their rotation only apply a minimal force to
the hydrogel to determine the core stiffness of the material. A classical rheology measure-
ment setup consist of a cone-plate system and through the momentum needed to create an
oscillatingmovement, the shear relaxationmodulusG, the shear storagemodulusG′ and the
shear loss modulus G′′ of the material are determined. During the rheology experiment, the
applied pressure to the material affects the characterization results [129].

4.2 Data Evaluation with Image Recognition

In the previous chapter, the data acquisition procedure tomeasure the hydrogel swelling and
the stiffness change has been described in detail. Each image is linked with a text file, which
contains the time stamp, the stimuli data and the volume flow rates. Several thousand im-
ages are usually taken to measure the swelling states and several hundred thousand images
are necessary to measure an oscillating response of the nanowires. Each period of a pulse
function needs to be resolved with 50 to 100 images to trace the rise and fall time in the tran-
sient response with acceptable accuracy and several hundred cycles have to bemonitored to
observe drift effects accurately.

The implemented data evaluation procedure is written in Matlab and uses several library
functions of Matlab’s image processing toolbox. All of the images obtained in the data acqui-
sition procedure must be written into a video sequence since the storage and processing of
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such a large number of images by individual graphic files is impractical. A GUI provides ac-
cess to parameters that control the data evaluation procedure. A screenshot of the GUI for
the swelling experiment is shown in Figure 4.6.
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Figure 4.6: Graphical user interface to determine the size of the hydrogel for each image.
The data evaluation procedure will be explained for the hydrogel swelling results intro-

duced in Section 4.1.1. As a first step, the selected video is loaded into the Matlab workspace
and the first frame is processed by an image recognition routine based on predefined set-
tings. The aim of the Matlab routine is to determine the surface area changes of the hydrogel
during the swelling process. Often it is not easy to detect the area of the RGB images automat-
ically because the hydrogel in the swollen state is transparent. At the beginning of the data
evaluation process, the predefined settings must by modified and adapted to the current ap-
pearance of the images. Thereby it is recommended to start with an image of the swollen
state, were the contours of the hydrogel are barely visible. After the image parameters have
been adjusted, the collapsed state is verified whether a correct area is detected or not. The
frame panels shown on the left lower part of Figure 4.6 can be used to navigate through the
images.

As a first step of the processing routine, the recorded RGB images are transferred to an
8-bit grayscale image with 256 shades of gray. The dark spot at the center is the hydrogel. The
next step is to convert the grayscale image into a binary image with only black and white val-
ues. In practice, it is often difficult to find an appropriate threshold value, which distinguishes
best between the hydrogel and the surrounding area. If the threshold would be set to 0.25,
all pixels with gray levels between 0 and 64 become black, the other pixels become white. To
adapt the threshold parameter bymanual inspection, the users can “zoom” into the grayscale
range. Zooming means that either the upper or the lower bound of the grayscale range can
be modified by a scale factor defined in the graphical user interface (GUI). It changes the
brightness of the images, as known for computer graphic tools. Thereby the edge between
the hydrogel to the background is better visible. Finally, the user can adjust the threshold
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value to define and distinguish black and white, which is shown in the right upper image in
Figure 4.6. The checkmark in the GUI creates a complement of the images where the
grayscale levels and the binary values can be reversed, because often a white area is better
detectable than a black area.

In a next step, smaller artifacts with black or white scratches and dots are erased. In some
cases, the outer contour is not recognized correctly, which means that the areas penetrate
into each other. It happens especially in regionswith low image contrast. Similar to algorithms
known from computer graphics, the convex hull in the wrong area is approximated by line
search algorithms to close the surface smoothly. Finally, the total area of the hydrogel is cal-
culated from the number of white pixels in the images.

The result of the data evaluation is displayed in the right lower graph in Figure 4.6 and
shows the detected surface area in [︁px2]︁with regard to the time. The automated image recog-
nition process needs less than a second for each framebut the entire analyses of larger videos
might take several hours. Therefore two regimes are implemented. One is the serial regime
(started through the “Record” button), where each image is processed sequentially, the re-
sults are displayed in the GUI and the frame is saved to a file. At the end of the analysis, all
the saved files are integrated to a video, for better inspection. If larger batches of the same
video type (experiment) are evaluated, then the parallel toolbox feature can be used. For an
“i7-4990 HQ” computer, four processes can be started at once, which cuts the processing time
almost equally by a factor of four.

4.3 Data Fitting and Model Adaption

In the previous section, themeasurement data captured in video sequences have been trans-
formed to response curves, which describe the surface area in [︁px2]︁ during the swelling pro-
cess depending on the applied stimulus. The response curves from slowly varying stimulus
functions define the quasi-static behavior and the response curves at pulse functions provide
additional information to define the damping term or the rise time in a transient simulation.
After the data evaluation procedure discussed in Section 4.2, the response curves are repre-
sented by a series of datapointsmostly in pixel units. The goal of the following data adaptation
procedure is to transform the results into useful characteristic dimensions, here from [︁

px2
]︁

to [µm], and to find parameters for simplified analytical functions that are used to model and
simulate hydrogels in microfluidic systems. Thereby the results are recorded to a database,
which will help to further predict the hydrogel behavior at sizes, that are not synthesized yet.
These features support the parameter optimization routines of the microfluidic elements as
presented in Chapter 7.
4.3.1 Quasi-static Response

As a first experiment the quasi-static response is evaluated for a PNIPAAmhydrogel with 2.5%

SA. Thereby the hydrogel is targeted to be a cube like element with a length and width of
500 µm and a height of 150 µm. The synthesis and photo-structuring followed the standard lab
procedure, which is described in [5], [70]. During the experiment, the concentration changes
from pure water C = 0% to a C = 23% mixture of ethanol in water. In Figure 4.7, the blue
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points represent the measurement results and the green line is the approximated analytical
sigmoidal function that describes the swelling process for modeling and simulation.
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Figure 4.7: In a) the processedmeasurement data are shown in blue and the green line repre-sents the sigmoidal function, which is adapted to the experimental results. In b) the deviationof the sigmoidal fit function to the measurement is plotted, which highlights a maximum of
1.5% deviation.

The approximated analytical sigmoidal function according to Equation 3.28 is defined by
five parameters as shown in Table 4.1. All five parameters can either be determinedmanually
by visual inspection or the values are extracted automatically by a function fit routine. The
reference length l0 and the length change∆l are obtained from the lower and upper bounds
of the length parameter on the y-axis. The lower critical solution concentration CLCSC cor-
responds to the x-axis value for a length, which is in the center between upper and lower
bound. The last two parameters ∆C ′

u and ∆C ′
l describe the upper and lower curvature of

the sigmoidal function and are defined by the distances on the x-axis to the CLCSC value, at
which the function values on the y-axis intersect the upper and lower bounds within a 5%

tolerance band.
The approximated analytical sigmoidal function is superimposed to the measure-

ment data and the relative deviation is plotted for the given parameter set as shown in
Figure 4.7. The parameters can easily be adapted to find optimal settings.

Table 4.1: List of parameters needed to describe the static behavior of the hydrogel.
parameter Symbol Value Unitlength change ∆l 105 · 10−6 mreference length l0 495 · 10−6 mlower critical solution concentration CLCSC 17 %concentration distance for upper curvature ∆C ′

u 12 %concentration distance for lower curvature ∆C ′
l 2 %

In the experimental setup, the stimulus is gradually increased from C ≈ 0% to C ≈ 23%

over the course of 90minutes and the ramp signal was repeated four times to condition the
hydrogel. About 8000 video frames from measurements have been processed of which 2000

datapoints are used to describe the response curve of the swelling behavior. The blue points
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in Figure 4.7 are approximated by an analytical function, which consists of five parameters.
The maximum deviation is less than 1.5% for this experiment.

4.3.2 Transient Response

The second measurement is a step response of the concentration change. The step function
is used to define the damping parameter and the rise time for the transient swelling response.
As discussed in Section 3.2.3, the dynamic behavior of the swelling process can be described
by a first-order differential equation according to Equation 3.55. The step response of an
ideal system would follow exactly an exponential function and the damping parameter de-
scribes how fast the swelling reaches the stationary state. For a linear system with a constant
damping parameter, it corresponds to the rise time value, which defines the time span until
63%of the stationary state is reached.

In Chapter 3, it is demonstrated that the damping coefficient for the swelling and de-
swelling of hydrogels is different and depends on the current size. The damping coefficient
d(l) is a length-dependent function, whichmust be determined separately for the swelling and
shrinking processes. Since d(l) depends on the solution of the first-order differential equation,
the system behaves nonlinear and must be analyzed numerically.
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Figure 4.8: In a) the GUI is shown to adapt the transient model to the measurement result.In b) the deviation to the measurement data for both models are plotted.
In a hydrogel model, the damping parameter d(l) is defined by:

d(l) =
l(t)2

Dcoop ·
(

l(t)
l0

)−3n (4.1)

where l(t) is the time response of the hydrogel’s length, l0 is the initial length, Dcoop is thecooperative diffusion coefficient and n is a diffusion power factor.
The cooperative diffusion coefficient can span a wide range of several decades and it is of-

ten difficult to find suitable values by a function fit procedure. For this reason, the cooperative
diffusion is separated into two parameters. m is used for a coarse adjustment as the expo-
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nent and D0 is for a fine tuning in the sliding scales of the GUI in Figure 4.8. The parameters
are defined mathematically by:

Dcoop = D0 · 10−m (4.2)
where D0 is the base value of the cooperative diffusion coefficient Dcoop and m is the ex-

ponent. The goal is now to adjust the parametersD0,m and n so that themeasured response
l(t) fits best to the numerical solution of the non-linear first-order differential Equation 3.55.

The parameter adaptation routine in Figure 4.8 uses an embedded Simulink model to
solve the differential equation in the background. Changes of the sliding scales are instan-
taneously plotted in the output window. The measurement results are shown in blue, curve
fitting with a constant damping parameter is shown in red and the adapted curve according
Equation 4.1 is shown in green.

The red curve corresponds to models that use a linear ordinary differential equation and
the green curve corresponds to models that use a nonlinear ordinary differential equation in
subsequent system simulations. The right plot in Figure 4.8 visualizes the relative deviation
for both model types.

The parameters for the customized model are listed in Table 4.2. It is interesting that in
particular the post-swelling effect can be adjusted with the diffusion power factor n. How-
ever, it differs between experiments and was often higher than specified in [114] (pp. 91 with
n = 0.75).
Table 4.2: List of parameters needed to describe the dynamic behavior of the hydrogel.

parameter Symbol Value Unitbase value of the cooperative diffusion coefficient D0 9 m2/sexponent value of the cooperative diffusion coefficient m 8 -diffusion power factor n 2.6 -
With the proposed one camera setup, a three-dimensional displacement plot can not be

efficiently determined especially for the transient motion. To scan a 3D object in real time, a
stereo-microscopy setup could be implemented as a future project. Thereby at least a two-
camera system with an angle to the targeted object are used, which continuously take pic-
tures of the same hydrogel. Each pictures represents a two-dimensional view, from which
in the post processing routine a three-dimensional motion of the swelling can be recreated
through a pixel correlationmethod. This creates only additional processing efforts during the
image recognition analysis and does not affect significantly the time critical measurement
process. Inspiring work in this field is published in [130]–[132].

4.3.3 Hysteresis Response

The third measurement is focused on hysteresis. In order to trace static hysteresis parame-
ters, the concentration level must be changed very slowly. The primary goal is to find the hys-
teresis offset concentrations that shift the swelling curve to the left and the shrinking curve to
the right as shown in Figure 4.9. The hysteresis loop is mainly described by the offset value
Chyst.
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The experimental characterization of hysteresis parameters is very time consuming and

challenging. Measurements take several hours, syringe pumpsmust be refilled, the dataman-
agement requires a large storage medium and bubble formations become more and more
unavoidable.
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Figure 4.9: Measurement of hydrogel swelling hysteresis as a response to a ramped signalwith a 60min period shown in a). Here a constant hysteresis offset of 6% between the swellingand shrinking is measured as shown in b).
In Figure 4.9 the stimulus concentration is continuously ramped up and down at a period

of 60minutes. The hysteresis offset of about 6% between swelling and shrinking is detected.
To distinguish static and dynamic hysteresis effects, the stimulus frequencymust be changed.

As hypothesized in Section 3.3, the dynamic hysteresis arises from the transient delay in
the swelling response in relation to the stimulus. The hysteresis loop widens with higher fre-
quency and with larger damping coefficients. At very low frequencies the dynamic hysteresis
disappears and at very high stimulation frequencies the swelling process cannot follow the
stimulus and the hydrogel remains in an intermediate state.

With the measurement setup shown in Figure 4.2, reproducible static hysteresis param-
eters were determined. The driving frequency has been increased by the factor of two and
still the same hysteresis offset data could be observed. It clearly indicates the presence of a
static hysteresis effect. In further experiments, internal hysteresis loops will be determined
at depleting stimuli signals. However, it requires an automatic pump refill regime to avoid
interrupts and contaminations during the measurement cycles.
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Modeling Swelling in Finite Elements
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The finite element method (FEM) is a common engineering approach for modeling and
simulation of field problems. The general idea is to subdivide the physical domain to be ana-
lyzed into a finite number of elements. The elements are connected to each other at interface
nodes similar to circuit elements in network simulation tools. In contrast to discrete network
elements in electronics, physical fields are continuous 2D or 3D domains where the elements
represent a small local area or volume of the model. In 2D, elements have either a triangular
or quadrilateral shapewith three or four outer lines. In 3D, element shapes can be tetrahedral
with four faces and hexahedral with six faces. Possible modifications are prism shaped and
pyramid shaped elements with five outer faces. Quadrilateral and hexahedral elements have
the best accuracy and efficiency but might be difficult to generated for complicated layouts
with state-of-the-art meshing tools.

Finite elements can have either corner nodes (type 1) or corner andmid-side nodes (type 2).
The first type is referred as linear elements. Linearmeans that the simulation results (displace-
ments, temperatures, voltage potential) are approximated by linear interpolation functions
on the outer lines or edges of 2D and 3D elements. The second type is referred as quadratic or
high-order elements. Elements with mid-side nodes approximate the shape and result quan-
tities of outer lines and edges through a quadratic relationship. It leads to a higher accuracy
with the same number of elements but requires more computational resources. For several
numerical reasons, elements with mid-side nodes are preferred in the following. It should be
noted that “linear” in terms of linear elements is not correlated to the geometric linear simula-
tion settings in FEM tools. It is only the method of interpolating the primary result quantities.

Finite element simulations can be used for different physical domains. The FEM tool AN-
SYS for instance, supports structural simulations in the mechanical domain, heat flow simula-
tions in the thermal domain, simulations of electrical and magnetic fields and computational
fluid dynamic (CFD) simulations based on the Navier-Stokes equation. As a matter of fact,
finite element tools solve partial differential equations (PDE) by mathematical and numeri-
cal algorithms. In practice, several engineering problems are described by the same type of
PDE. For instance, the Poisson’s equation, which is implemented for heat flow elements, is
utilized for diffusion problems and to calculate the Hagen-Poiseuille flow through arbitrary
cross-sections in this work [133].
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For many engineering applications, several physical fields act and interact in the same

model domain. Examples are temperature fields, which introduce the thermal strain in the
mechanical domain or the hydrogel swelling. There the concentration level of the stimulus
is described by a diffusion process introducing a volume change in the mechanical domain.
Both effects are mainly based on a one-way coupling between physical fields. Examples for
bidirectional interactions are piezoelectric materials where electrical fields affect themechan-
ical behavior and vice versa. Another example are fluid-mechanical interactions where the
mechanical swelling changes the fluidic resistance of a valve and, vice versa the applied fluid
pressure deforms the hydrogel. Contrary to the piezoelectric effect where the physical fields
interact in the same region, the described fluid-mechanical interactions appear at the inter-
faces between the domains. Combined simulations of different fields are referred as coupled-
field analyses or multi-physics analyses in ANSYS [134].

Coupling effects can be directly implemented into the finite element formulation. ANSYS
offers a series ofmulti-field elements where the governing equations and the related degrees
of freedom are solved simultaneously. This approach is preferred for engineering applica-
tions where different fields interact in the same region. Examples are thermo-mechanical
expansion, the piezoelectric effect or the diffusion-based swelling.

Alternatively, coupling effects can be considered indirectly by a load vector transfer
method between two or more models, which simulate individual physical domains. The load
vector transfer method is usually applied for coupled fields, which interact at interfaces but
it is not restricted to it. Examples are fluid-mechanical interactions, which are discussed in
Section 5.4.

Coupled field simulations are still very challenging research topics. Difficulties arise if the
physical behavior and related interactions are not available in commercial finite element tools.
An example is the thermodynamically correct implementation of the volume phase-transition
of the hydrogel. In practice, the stimulus diffusion is not directly coupled to the swelling pro-
cess. There is a time-delay between the stimulus and the solvent penetration into the poly-
meric network. The swelling process is affected by external surface loads on the hydrogel
and by saturation or hysteresis effects. The research of Prof. Wallmersperger’s group [100],
[101] is very successful in developing finite element algorithms for modeling and simulation
of physical effects in polymer materials.

5.1 Validity of the Model and Simulation Approach

The hydrogel-based microvalve for chemofluidic logic gates requires a description of the
chemical, the mechanical and the fluidic domains and their interactions. The general idea
is to control the fluid flow by the concentration level of the applied stimulus. The core ele-
ment of the valve is a stimulus driven phase-transition hydrogel. The principle of operation
will be shortly summarized.

The external stimulus reaches the surface of the hydrogel. A diffusion process begins,
in which the stimulus level is dispersed into the material. This process is driven by the ion
concentration gradient. Caused by a chemical process, the polymer network deforms and
changes the volume where a solvent penetrates into the hydrogel or it is squeezed out of the
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hydrogel. The expansion process is usually much slower as the diffusion process of the stim-
ulus. The volume change seals or opens the fluid path in the valve. The swelling and shrinking
process can likewise be controlled by a temperature change or other stimulus signals. There
are three major physical effects, which are discussed in the following:
1. Chemical domain: The diffusion process of the stimulus into the hydrogel material.
2. Mechanical domain: The solvent penetration induces the swelling process of the hydro-

gel, which depends on the stimulus level.
3. Fluidic domain: The change of the fluidic resistance, which depends on the swelling or

shrinking process. It finally affects the fluid flow through the valve.
The physical interactions aremainly unidirectional as described above. On the other hand,

the fluid pressure affects also the shape of the hydrogel, which can cause a leakage flow. It
will be discussed in Chapter 6.

Finite element simulations described in this chapter are utilized to extract characteristic
properties of the microvalve for subsequent component and system simulations in Matlab
Simulink. The final goal are efficient simulation models for larger microfluidic systems in Mat-
lab Simulink, which capture the dynamic response with high accuracy. It will be shown that
simple analytical terms are usually not precise enough and pure finite element simulation
models are still subject of research. The data extraction procedure from FEM should be easy
and straightforward in order to utilize the source code for other applications and designmod-
ifications.

The stimulus diffusion process from the surface into the chemical domain or backwards
can be described by a heat flow analogous relationship in ANSYS:

∂T (t, x⃗)

∂t
= Dth · ∇2T (t, x⃗), (5.1)

∂C(t, x⃗)

∂t
= DC · ∇2C(t, x⃗), (5.2)

where T is the temperature, which corresponds to the concentration level C in the hydro-
gel at the coordinate x⃗ and time t. Furthermore, Dth is the heat transfer coefficient, which
corresponds to the concentration diffusivity DC and ∇2 is the Laplace operator.

The specified stimulus constrained at the surface of the hydrogel forms a Dirichlet bound-
ary condition and the isolated bottom face with zero stimulus flow forms a Neumann bound-
ary condition, which is automatically fulfilled without any specifications in finite element tools.
Heat sources or related chemical substance generation sources inside of the hydrogel do not
exist [135].

In a next step the chemical process, which causes the volume change is investigated. If
the swelling response would follow instantaneous the stimulus propagation response C(t, x⃗)

into the hydrogel, the thermal expansion effect could be used to describe the swelling or
shrinking process accurately.

In practice, the hydrogel is triggered either by a temperature change or a concentration
change. First the stimulus diffuses through the polymer material and then the hydro-
gel changes the volume through the diffusion of the ambient solvent. As discussed in
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Section 3.2 the heat transfer coefficient and the concentration diffusion is much faster then
the cooperative diffusion and therefore only the slowest process is considered. All other
effects are considered as instantaneous.

If the thermal conductivity is adapted to the slowest process, the analogous heat flow rela-
tionship can be used tomodel the diffusion and the swelling processes. Both, the cooperative
diffusion constant and the thermal expansion factors are usually extracted from experimen-
tal results as discussed in Chapter 4. The thermal expansion factor does not have to be a
constant. An arbitrary mathematical function can be used to describe the resulting volume
phase-transition behavior of a hydrogel. Details will be shown in Section 5.2.3.

In Doi et al. [81] and in Tanaka [111] the swelling behavior is directly related to a differential
equation of the osmotic pressure, which leads to swelling displacements. Unfortunately, the
proposed equations are difficult to solve for arbitrary geometries. However Doi states in [81]
(equation 77), that the volume change ∆V must satisfy the following equation:

∂V∆(t, x⃗)

∂t
= Dcoop · ∇2V∆(t, x⃗), (5.3)

where Dcoop depends on the osmotic modulus K, the shear modulus Gand the volume frac-
tion of the solvent ϕ0 as described in Equation 3.49. In Doi the osmotic pressure is used to
describe the hydrogel swelling behavior but this is not a common boundary condition for a
volume change in FEM.

Therefore the heat flowdifferential equation is used to describe the swelling kinetics in the
following. Hydrogel swelling is not simply a thermal expansion problem but the parameters
of the heat flow equations can be adapted in such a way that the true hydrogel behavior cor-
responds with numerical simulation results. Parameter adaptation of themeasured behavior
is widely used for modeling and simulation in engineering applications, especially when ma-
terial properties are unknown or internal physical effects are too complicated or not fully
understood.

It can be assumed that the thermal expansion coefficient describes the swelling behavior.
The thermal strain is defined by:

εth =

T∫︂
T0

α(T ′) dT ′ = εm, (5.4)

where the temperature T corresponds to the stimulus concentration C(t, x⃗) , α(T ) is the stim-
ulus dependent length expansion coefficient and εth is the thermal strain, which is equal to
the mechanical strain εm if no external loads are applied at the system.

The thermal expansion coefficient will be adapted to measurements of the hydrogel
swelling in Section 5.2.3. The adapted model allows for 3D simulations of the time and
stimulus dependent volume phase-transition. Finite element simulations are necessary
to determine the true surface profile during and after the swelling process. It has been
demonstrated, that for a step response the hydrogel swells faster at outer edges and
corners because the stimulus penetrates from different directions with short distances into
the hydrogel. Furthermore, the hydrogel is clamped into a chamber or fixed at the bottom
face, which leads to intricate deformation profiles caused by the mechanical suspension.
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Despite of some model simplifications, the displacement states of the hydrogel can be
simulated for arbitrary ranges of the stimulus level.

The stimulus dependent deformation profile is necessary to simulate the fluidic resistance
of the valve in ANSYS CFX. The obtained fluidic resistances finally determine the fluid flow
through the valve. It will be shown in Chapter 6 that numerical simulations of the fluid flow
are inevitable because the complex channel shape during the valve motion is too difficult to
describe by analytical models, which are obtained by the Hagen-Poiseuille theory.

In summary, the primary goal is not to simulate the transient response of the entire valve
with FEM. Rather, the following modeling steps provide essential and accurate finite element
data for subsequent system simulations in Matlab Simulink:
1. Input data are various stimulus concentrations in the chemical domain.
2. Thermo-mechanical simulations determine the related swelling profiles for each stimulus

level. The profile will be transferred to ANSYS CFX to define the true shape and size of the
channel for the fluid flow simulations in the valve. Furthermore, the swelling at a charac-
teristic point on the surface is monitored for subsequent function fit procedures.

3. Finally, the computational fluid dynamic tool ANSYS CFX simulates the fluidic resistances
for all surface profiles of the hydrogel.
Both, the stimulus dependent shift of a characteristic point and the fluidic resistances are

necessary for systemmodels in Chapter 6. In the systemmodels, the true dynamic behavior
with a fast diffusion process of the stimulus and the slow swelling process will be modeled
separately by different first-order differential equations. The rise time will be adapted to the
length dependent swelling states what is complicated in finite element tools. In the system
simulations, the fluidic resistance depends on the hydrogel displacements and not directly
on the stimulus. Therefore, fit functions are necessary, which represent the fluidic resistance
as a function of displacements at a characteristic point.

5.2 Thermo-Mechanical Model of the Hydrogel Expansion Behavior

In this section the theoretical background for modeling the thermal expansion of hydrogels
is presented. The applied temperature at the surface represents the external stimulus of the
system. The heat transfer is adapted to the cooperative diffusion constant, which describes
the slowest process. Hence, the speed how the temperature change propagates into the hy-
drogel model corresponds to the speed of the solvent penetration. The solvent penetration is
instantaneously coupled to the volume expansion, which is described by the thermal length
expansion coefficient. After appropriate parameters and functions have been assigned to the
heat transfer and to the expansion coefficients, the transient response describes the swelling
kinetics of the hydrogel for subsequent data extraction procedures.

5.2.1 Change of the Length by Thermal Expansion

In order to determine the three-dimensional volume change of a hydrogel, the analytic equa-
tions are derived first for a one-dimensional length change caused by thermal expansion.
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The coefficient of thermal expansion is based on the definitions in Callen [136] (pp. 84) and

in [116] (pp. 30-32). The instantaneous thermal expansion coefficient α is defined as follows:
α(T ) =

1

l

dl

dT
. (5.5)

Thereby, Equation 5.5 describes a temperature dependent thermal expansion coefficient
α(T ), the current length l and the differential length change dl based on a differential tem-
perature change dT .

Equation 5.5 is now rearranged to define the differential thermal strain:
dεth =

dl

l
= α(T ) dT. (5.6)

In structural mechanics, two different strain measures exist. The first one is the engineer-
ing strain εeng (also called Chauchy strain), which is the ratio of the total length change ∆l to
the initial length l0 of the body. The second one is the logarithmic strain (also called Hencky
strain) εlog:

εlog =

l∫︂
l0

1

l′
dl′ = ln

(︃
l

l0

)︃
= ln

(︃
∆l

l
+ 1

)︃
= ln (εeng + 1) , (5.7)

which is obtained by integrating the differential length change dl′ with regard to the current
length l. The logarithmic strain εlog provides the correct measure of the final length l of sys-
tems, which undergo large deformations.

In a thermo-mechanical system, the differential mechanical strain is equal to the differen-
tial thermal strain if no external loads are applied at the system:

dεlog =
dl

l
= dεth = α(T ) dT. (5.8)

As a next step, the differential strain dεlog is integrated to obtain the final strain:
εlog∫︂

εlog0

dε′log = εlog − εlog0 =

T∫︂
T0

α(T ′) dT ′. (5.9)

With the assumptions that the strain is in equilibrium (static system) and the initial strain
is zero (εlog0 = 0), the logarithmic strain is equal to:

εlog = ln

(︃
l

l0

)︃
= εth =

T∫︂
T0

α(T ′) dT ′. (5.10)

The current length l according to thermal expansions can now be calculated by:

l = l0 · e

T∫︁
T0

α(T ′) dT ′

. (5.11)
Assuming small deformations according to the linear theory, the new length would be:
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l = l0 ·

⎛⎝1 +

T∫︂
T0

α(T ′) dT ′

⎞⎠ . (5.12)
ANSYS provides identical results for both strain measures, which can be activated or de-

activated by the “NLGEOM” command.

5.2.2 Stress-Strain Relationship for Hydrogels

The response of the hydrogel to external mechanical and thermal loads is described by the
stress-strain relationship of thematerial. The hydrogel will be considered elastic in the follow-
ing section. Different elasticity models such as the linear elastic material described by Hook’s
law, the true stress-strain relationship at large deformations based on Hencky strain and an
example of hyperelastic material properties, the Mooney Rivlin approach, will be discussed
for the uniaxial extensions.

The linear stress-strain relationship according to Hook’s law is described by:
P =

F

A0
= σ = E · εeng = E · l − l0

l0
. (5.13)

Hook’s law is based on initial settings for all geometrical dimensions. The mechanical nor-
mal stress σ is equal to the closing pressure P in the gap, which is calculated from the force F

divided by the initial cross-sectional areaA0 of a body. Furthermore, the linear or engineering
strain εeng is defined by the length change with∆l = l− l0 divided by the initial length l0 of thebody. Linear elastic models are applicable for small deformations with a few percent strain.
Linear models do not require an iterative solution procedure within finite element tools.

The true stress-strain relationship is applicable for small and large deformations. Large
deformations occur in elastomers or especially in the hydrogels. If a body experiences large
deformation, the true stress-strain relationship must be derived from the differential strain
relationship. It is assumed that the deformations take place in a series of small increments
where the strain and the stress is always related to the current length and the current cross-
sectional area. It requires an iterative solution procedure within finite element tools. The true
stress-strain relationship for uniaxial extensions is defined by:

P =
F

A
= σ = E · εlog = E · ln

(︃
l

l0

)︃
. (5.14)

The current cross-sectional area A in the deformed state depends on the Poisson’s ratio.
Rubber like materials such as hydrogels are almost incompressible with a Poisson’s ratio of
about ν = 0.5 Based on the volume conservation law, the current cross-sectional area A at
large deformations can be calculated from the initial area A0, the initial length l0 and the
current length l. Both length parameters can be replaced by the engineering strain:

A = A0 ·
l0
l
=

A0

1 + εeng
. (5.15)

The current area A is more difficult to calculate for models with compressible materials.
For large deformations, the Poisson’s ratio ν is defined by [137], [138]:
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ν = −
εTlog
εAlog

= −
ln
(︁
1 + εTeng

)︁
ln
(︁
1 + εAeng

)︁ . (5.16)

where εAlog = ln
(︂

l
l0

)︂ is the logarithmic strain in axial direction and εTlog the logarithmic strain in
transverse directions of the body. Both values can likewise be expressed by the engineering
strain parameters. Equation 5.16 can be rearranged to:

εTlog = ln

(︃
lT

lT0

)︃
= ln

(︂(︁
1 + εAeng

)︁−ν
)︂ (5.17)

and the current length lT in transversal direction is defined by:
lT = lT0 ·

(︁
1 + εAeng

)︁−ν
. (5.18)

It leads to the current cross-sectional area A for arbitrary Poisson’s ratios at large defor-
mations:

A =
A0(︁

1 + εAeng
)︁2ν . (5.19)

The true stress-strain relationship is activated by the “NLGEOM” command in ANSYS. Test
cases with uniaxial displacement constraints give exactly the same results for strain, stress
and reacting forces at arbitrary values for the Poisson’s ratio.

The third elastic model, which has been investigated, is a two-parameter Mooney-Rivlin
solid material behavior. Mooney-Rivlin solids are widely used in computational mechanics to
model hyperelastic materials such as hydrogels. It is applicable for large deformations and
allows for incompressible materials. The advantage of the Mooney-Rivlin model is that the
material properties can be adjusted over a wide range by the C10 and C01 distortion parame-
ters. The material model is available for several finite element types in ANSYS.

The true stress for uniaxial extensions of an incompressible Mooney-Rivlin material is de-
fined by [139] (pp. 243):

σMRx
= 2 ·

(︃
C10

(︃
Λ2
x − 1

Λx

)︃
+ C01

(︃
Λx − 1

Λ2
x

)︃)︃
, (5.20)

where Λx = l
l0
is the mechanical stretch in axial direction. The volume conservation law can

be used to calculate the stretch Λy = Λz = 1√
Λx

in transverse directions of the body. The
current cross-sectional area depends on the transversal stretch and leads to the same results
as demonstrated in Equation 5.19.

There are several ways published in literature to calculate or to adapt the Mooney-Rivlin
parameters C10 and C01 to the desired material behavior [140] [141] (pp 95). Usually, the dis-
tortion parameters are adapted to the shear modulus G of the rubber like material. In case
of uniaxial extensions, the distortion parameters can also be related to the Young’s modulus.
In order to compare all three elastic models in Figure 5.1, the assumption is made that for
small displacements the slope of the stress-strain relationship should be equal to the Young’s
modulus E. This can be achieved by the following conditions:
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C10/01 =
E

6
·
(︃
1

2
± β

)︃
, (5.21)

where β is a parameter to adapt the stiffness change of the compressed hydrogel. Tensile
stress is not relevant for hydrogels in microfluidic applications. The left part of Figure 5.1
shows the influence of the β parameter for compressive stress and the right plot compares
the stress-strain relationship for all three elastic models.

For the following finite element simulations, the Young’s modulus E is extracted from ex-
perimental results as discussed in Chapter 4. It has been shown that the elastic deformation
(strain), which causes stress, is small but the thermal strain, which causes swelling, is between
10% and 30% for the chemical volume phase-transition of the hydrogel. Especially swelling
requires an iterative solution procedure in ANSYS and both, the true stress-strain relation-
ship and the Mooney-Rivlin approach provide satisfying results. The linear Hook’s law is not
applicable.

material laws for uniaxial loading
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Figure 5.1: Pressure-strain response of material implemented with “nlgeom,off” in blue,
“nlgeom,on” in red and with a Mooney-Rivlin approach in yellow for a material height of
h = 14.5 µm.

The relationship between total strain εt, elastic strain εel, thermal strain εth and resulting
stress σ is defined by:

σ = E · εel = E ·
(︁
εt − εth

)︁
. (5.22)

5.2.3 Thermal Volume Expansion and Parameter Adaptation

The correct implementation of the volume phase-transition behavior is an essential step to
compute the fluidic resistance in Section 5.4 accurately. Therefore, the thermal length expan-
sion coefficient α(T )must be adapted to the volume swelling behavior of the hydrogel.

The thermal length change at the displaced position according to Equation 5.11 is an ex-
ponential function and depends on the integral of the instantaneous thermal expansion func-
tion αin(T ) over the specified temperature range T . Hence, the function values αin(T ) in the
whole rangemust be available for the numerical integration to calculate the thermal strain εth
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and the resulting new length l. The αin(T ) values are assigned to the “CTEX” material property
label in ANSYS.

It will be shown that αin(T ) can be an arbitrary function to adapt the thermal expansion
results precisely to themeasured or to the expected swelling behavior of the hydrogel. In liter-
ature [69], [98], [142]–[145], hydrogels are usually characterized by the volume swelling degree
QV depending on the applied stimulus T . For a cubic solid element with length dimensions
l1, l2 and l3, the volume expansion QV is defined by:

QVANSY S
(T ) =

V

V0
=

l1
l01

· l2
l02

· l3
l03

= e
3·
∫︁ T
T0

αin(T ′)dT ′
. (5.23)

Equation 5.23 describes the volume expansion process of solid models based on the true
stress-strain relationship. An iterative solution procedure must by activated by the “NLGEOM”
command in ANSYS to compute large deformation results correctly. The obtained exponential
function in Equation 5.23 must be adapted to true volume-phase change behavior of the
hydrogel, which follows a sigmoidal function.

Several mathematical functions to describe the hydrogel swelling process have been dis-
cussed in Section 3. For demonstration, the simplified sigmoidal function in Equation 5.24
will be used to explain the theoretical background for the following parameter adaptation
process. A numerical algorithm is presented in Appendix B, C and D, which can be utilized to
adapt an arbitrary volume-phase transition relationship to the volume expansion process in
the finite element program ANSYS.

QVHG
=

1

1 + e−k·(T−TLCST )
. (5.24)

Parameter adaptation means that material properties of the numerical models are
mapped to the experimental behavior that the simulated swelling response in ANSYS
corresponds to the measured volume swelling results for any stimulus range:

QVANSY S
= e

3·
∫︁ T
T0

αin(T ′)dT ′
=

1

1 + e−k·(T−TLCST )
= QVHG

. (5.25)
The equilibrium Equation 5.25must be rearranged in such a way that the instantaneous

thermal expansion function αin(T ) can be calculated for subsequent finite element simula-
tions. In a first step, Equation 5.25 is expressed by the natural logarithms ln(x) to eliminate
the exponential function and then the integral is resolved by differentiating the equation ac-
cording to T . It leads to the following equation:

αin
nonlin(T ) =

∂

∂T

(︃
1

3
ln (QHG)

)︃
=

k

3
· 1

1 + ek·(T−TLCST )
. (5.26)

Sigmoidal functions are often used in simulation tools to model phase-transitioning ef-
fects. The parameters can easily be adapted to new designs and sigmoidal functions can
be transformed or processed by many mathematical operations symbolically as show in
Equation 5.26.

In linear finite element models, engineering strain εeng = ∆l
l0
is used to compute the defor-

mation state. The displacements∆l are added to the reference length l0 in order to formulate
the new length with l = l0 +∆l. Thermal strain εth =

∫︁ T

T0
αin(T ′)dT ′ is now equal to the engi-
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neering strain εeng what leads to the following equation for the thermal length expansion:

l

l0
= 1 +

T∫︂
T0

αin(T ′) dT ′. (5.27)

For a cubic element, the linear volume swelling degree in ANSYS is described by:

QV =
V

V0
=

⎛⎝1 +

T∫︂
T0

αin(T ′) dT ′

⎞⎠3

. (5.28)

The sigmoidal function of the hydrogel volume swelling and Equation 5.28 can now be
used to compute the instantaneous thermal expansion coefficient αin

lin(T ) for linear simula-
tion options in finite element tools:

αin
lin(T ) =

∂

∂T

(︂
3
√︁
QHG − 1

)︂
=

k

3
· e−k·(T−TLCST )(︁

1 + e−k·(T−TLCST )
)︁ 4

3

. (5.29)
In summary, a temperature dependent thermal expansion coefficient αin(T ) has been in-

troduced to model a sigmoidal swelling behavior needed for the volume phase-transition of
the hydrogel. The first model is applicable for non-linear simulation options in ANSYS where
the true stress-strain relationship is activated by “NLGEOM”. The second model can be uti-
lized for the linear case based on the engineering stress-strain relationship. Both models are
summarized in Figure 5.2.

◦ for large displacement (Hencky strain) with εlog = ln
(︂

l
l0

)︂:
αin(T ) =

∂

∂T

(︃
1

3
ln (QHG)

)︃
. (5.30)

◦ for small displacements (engineering strain) with εeng = ∆l
l0
:

αin(T ) =
∂

∂T

(︂
3
√︁
QHG − 1

)︂
. (5.31)

Figure 5.2: Analytic overview to predict the thermal expansion coefficient for the geometriclinear and nonlinear simulation run in ANSYS.
The instantaneous thermal expansion coefficient αin(T ) usually requires an iterative so-

lution procedure in finite element tools where the temperature is continuously increased to
integrate the thermal strain with varying αin(T ) values correctly. Equilibrium iterations are
automatically activated for non-linear systems based in the true stress-strain relationship.
Difficulties can occur for linear systems where the final state is calculated in a single solu-
tion step. Finite element tools simply evaluate the thermal expansion value for the target
temperature T and do not account for varying values in the specified temperature range. In
ANSYS, the instantaneous thermal expansion coefficient “CTEX” can be mapped to a secant
coefficient of thermal expansion αse(T ) defined by the “ALPX” material parameter to avoid
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numerical problems for linear systems. The approach is described in Appendix C.

In practice,more advanced sigmoidal or other functions can by utilized tomap the swelling
behavior of hydrogels. In ANSYS, temperature dependent material properties can either be
defined by polynomial functions with a maximum order of four or by a lookup table with
a maximum of 100 data points where the “CTEX” values are linearly interpolated between
specified temperature samples. The approach is discussed in Appendix D.

5.2.4 Heat Transfer Coefficient

The heat flow equation of a homogeneous medium in a 3-dimensional space is defined by:
∂T

∂t
=

λ

ϱ · cth
·
(︃
∂2T

∂x2
+

∂2T

∂y2
+

∂2T

∂z2

)︃
+ Q̇, (5.32)

where Q̇ is a heat generation rate per unit volume in the medium (heat source), T (t, x⃗) is the
temperature depending on the time t and the location x⃗, λ is the thermal conductivity, ϱ is the
density and cth is the specific heat capacity. For modeling and simulation of hydrogels, the
head sources Q̇does not exist. The stimulus is applied byDirichlet boundary conditions on the
external surface of the hydrogel. Dirichlet boundary conditions are the specified temperature
T at the outer face, which propagate in a transient process into themedium. The heat transfer
coefficient is defined as follows:

Dth =
λ

ϱ · cth
= Dcoop. (5.33)

The unit of the thermal conductivity λ is [︁ W
m·K

]︁. Together, the unit of the density [︂ kg
m3

]︂ and
the specific heat capacity [︂ J

kg·K

]︂, the unit of the heat transfer coefficient Dth equation leads
to the same units as expressed for the cooperative diffusionDcoop with [︂m2

s

]︂ [114] (pp.92 equa-
tion 50). Through adapting λ, ϱ and cth the cooperative diffusivity can be directly implemented
in FEM and the time constant, similar to Section 3.2.2, can be determined as follows:

τ =
l2c

2 · n ·Dcoop
. (5.34)

Thereby lc represent the characteristic length and n is the the spatial dimension factor
as introduced in Figure 3.6. The analytic equation of the cooperative diffusion Dcoop is de-rived in Section 3.2.1 leading to Equation 3.37. Theoretically the diffusion coefficient can be
implemented directly by the material property diffusivity, which can be assigned in different
directions by “DXX”, “DYY” and “DZZ” labels. However, ANSYS heat flow simulations are based
on the material properties with labels “KXX” (thermal conductivity), “DENS” (density) and “C”
(specific heat). The material parameters do not need to be constant during transient simula-
tions. A stimulus dependent thermal conductivity λ(T ), for example, can be utilized to control
a swelling dependent rise time τ or the slope in the transient response. Material properties
may also depend on othermodel settings or even on simulation results in previous time steps.
This feature can be utilized, if for example a post swelling hydrogel is described, where the
hydrogel slowly swells at high temperatures with a high delay time what is not described by
constant material parameters. A sample code for ANSYS APDL can be found in Appendix E.4.
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5.3 Volume Phase-Transition of a Hydrogel implemented in ANSYS

The theoretical background for the diffusion and swelling process in a subsequent finite el-
ement simulation was explained for uniaxial loads and a simplified sigmoidal function in
Section 5.2.

A routine in ANSYS APDL is developed and tested, which considers a multi-parameter sig-
moidal function for the volume swelling process defined in Equation 3.28 and visualized in
Figure 5.3. It can be seen, that the curvature above and below of the critical solution tem-
perature TLSCT is strongly different. The upper and lower curvature parameters have been
adapted to experimental results.

In a first step, the sigmoidal function of the volume swelling process in Equation 3.28 is
transformed to a function for the instantaneous thermal expansion coefficient αin(T ) based
on the true stress-strain relationship (Hencky strain εlog). The general approach correspondsto the algorithm in Figure 5.2 and the results of the symbolic evaluation are defined in
Equation C.1 of Appendix C. The equation is visualized in the left part of Figure 5.3.

In a next step, the instantaneous thermal expansion coefficient αin(T ) must be mapped
to the material parameter “CTEX” in ANSYS whereby 100 sample points can be defined for
the linear material property interpolation routine in ANSYS. A numerical algorithm has been
implemented in Matlab to find an optimized spacing between the sample points with the
lowest deviation between the original αin(T ) function and the piecewise linear regression
implemented by the ANSYS internal “CTEX” lookup table. The spacing between the sample
points mainly depends on the curvature of the αin(T ) function as shown in Figure C.2.

The ANSYS APDL routine has been tested on a hexahedral solid model with the same di-
mensions as used for the hydrogel valve in Chapter 6 and 7. Static simulations of the thermo-
mechanical swelling process in ANSYS take just a few seconds, the transient response can be
analyzed in a few minutes.

Figure 5.3 shows the simulated swelling response of the hydrogel at different stimulus
temperatures. It corresponds to the expected behavior. In static simulations, the shape of
the hydrogel body does not change because the thermal expansion is the same in all spatial
directions. The length change can directly by observed at characteristic points and the volume
change is a post-processing feature in ANSYS.
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Figure 5.3: Hydrogel phase-transition behavior which is implemented through the “CTEX”command.
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The transient response for fast varying stimulus changes leads to a non-uniform length

expansion where the outer edges swell faster as the inner regions of the hydrogel. After the
settling time is reached, the swelling profile is equal to the quasi-static state and forms a
hexahedral shape.

5.4 Computational Fluid Dynamics

This chapter focuses on numerical simulations of the fluidic resistances in the computational
fluid dynamic (CFD) programANSYS CFX. CFX is a numerical solver for the Navier-Stokes equa-
tions in ANSYS. The fluidic resistance RFl is calculated from the applied pressure difference
∆p between the inlet and outlet ports divided by the average volume flow rate V̇ in the chan-
nel. The volume flow rate depends on the shape and dimension of the flow domain, which are
affected by the hydrogel swelling process. Results are calculated from the stationary state in
a transient simulation. Because of very low Reynolds numbers in microchannels, viscose fric-
tion is dominant and inertial effects can be ignored. Viscose friction depends on the dynamic
viscosity of the media.

In the following, three different ways to calculate the fluidic resistances depending on the
selling process of the hydrogel have been investigated.

The first approach is a single domain simulation in ANSYS CFX based on analytical mov-
ing wall boundary conditions. Moving wall boundary conditions are user defined displace-
ments in x-, y- and z-directions at the interface of the hydrogel to the fluid channel. The given
displacement constraints are linearly scaled in a transient simulation and the internal mesh
follows smoothly the prescribed moving wall boundary conditions (mesh morphing).

The second approach is based on one-way FSI, which has been implemented and tested
in ANSYS. During transient simulations, the interface displacements of the mechanical do-
main in ANSYS are continuously transferred to the fluid domain in CFX. In contrast to the
first approach, the displacements are not simple scaled. The approach considers arbitrary
time dependent deformation profiles at the interface. The internal mesh is either deformed
by a mesh morphing procedure or, in case of difficulties, a new mesh is generated in the
fluid domain. The second approach is more accurate, allows for complicated models and is
numerically stable.

The third approach is based on a two-way fluid structure interaction (FSI) routine. Bidirec-
tional interactions are necessary when the reaction of the fluid domain on themechanical do-
main is important. It requires a bidirectional data exchange procedure between both solvers
in each time step and a custom client-server communication based on internet sockets.

5.4.1 Analytic Mesh Morphing

The ANSYS CFX program offers moving wall boundary conditions for fluid flow simulations.
The moving wall displacements are defined by analytical functions at the initial position. In
terms of a hydrogel, themoving wall is mainly shifted in normal direction to the interface. The
displacement increment is each time-step divided by the step size is equal to a wall velocity.
It is automatically applied as a volume flow rate at the moving wall in CFX. In narrow gaps,
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it creates a pressure change known from squeeze-film problems in lubrication theory [146],
[147]. Tangential velocities cause shear forces in the fluid domain.

A second effect must be considered if the displacements are large compared to the ele-
ment size. The moving wall shifts the interface nodes at the moving wall to a new position.
A mesh morphing procedure must be activated to consider the changed geometry for the
next time step. Mesh morphing is a numerical algorithm in ANSYS where the existing mesh is
deformed or squeeze into the new geometry. The number of elements and their connections
to nodes do not change.

There are several algorithms for mesh morphing published in literature [148] (pp. 5). The
new position can be calculated in a separate static simulation where the fluid elements are
considered as a soft mechanical material with given displacement constraints at moving and
zero constraints at the fixed walls. Themesh deforms as known frommechanical simulations
and the displacements are simply added to the original node location to get the morphed
mesh. Another option is a Laplacian mesh update. The moving wall boundary conditions re-
quire three static simulations of the heat flow equation where the spatial displacements in x-,
y- and z-directions are applied as temperature boundary conditions at the channel interface.
The temperature at fixed walls is set to zero. The interior displacements correspond to the
calculated temperature profile.

Mesh morphing works stable for moderate displacements and smooth surfaces of the
moving wall. For larger displacements especially along sharp corners, the mesh becomes
folded and tangled. A typical indicator is that the span angle of sidewalls exceeds a critical
limit or the convex edges of the finite element mesh become concave. ANSYS detects those
elements automatically and stops the solution routine with a negative volume element error
message. Here, remeshing operations are not supported by the analyticalmovingwall bound-
ary condition approach. Remeshing operationswill be utilized for the one-way coupling based
on the fluid structure interaction (FSI) in Section 5.4.2.

The performance and stability of the mesh morphing routine depends strongly on the
model layout and on the initial finite element mesh quality. Several investigations have
been performed in the scope this work on two-dimensional models of the hydrogel valve.
Figure 5.4 a) shows the initial finite element mesh in the fluid channel. The white square
with corner fillets at the center is the hydrogel, the blue area represents the fluid channel
whereby the inlet is on the left and the outlet on the right.

The best performance could be achieved for quadrilateral elementswhere the outer edges
are almost parallel and perpendicular to the motion direction. The elements have a trape-
zoidal shape where the radial edges point from the center of the hydrogel to the outer lines
of the valve seat. Such a finite element mesh can be realized by an appropriate subdivision of
the entire 2D-model into smaller quadrilateral areas, which support well defined structured
(mapped) finite element meshes.

With above conditions, themeshmorphing procedure in CFX changes only the aspect ratio
of the elements. The elements get thinner orwider but the sidewall angle is less affected. Such
a deformation behavior is important because finite elements allow for large aspect ratioswith
high accuracy but sidewall angles are subject to a more restrictive error limitation.

With a trapezoidal initial mesh, the fluid channel between hydrogel and chamber wall
could be compressed by about 99% of the initial size as shown in Figure 5.4 b) and highly en-
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larged in c). The corner regions of the hydrogel need to be round and very densely meshed to
accommodate the direction change of the outer element lines during the morphing process.
Figure 5.4 d) shows the fluid flow velocity at the initial position. The numerical accuracy of
the fluidic resistance at the morphed position has been verified with a CFX model where the
same channel was directly implemented in CFX with fixed wall settings. The results of both
models are almost identical.

a) b)

c)d)
0

1.5

0.3

0.6

0.9

1.2

∙ 10−3

𝑚

𝑠

Figure 5.4: Analytical mesh morphing to determine the flow behavior for a swelling hydrogel.In a) the undeformed mesh and in b) the deformed mesh is shown. Thereby a compressionof up to 99% is achieved, which is magnified in c).
An interesting effect occurs in transient CFX simulations when the hydrogel swelling is sim-

ulated very quickly. At a gap of about 5 m, the pressure between the wall and the hydrogel
suddenly increases to large values and CFX might fail to converge. The exponential pressure
increase at closing gaps is known a squeeze-film effect in the literature. The physical rea-
son for the squeeze-film effect is that the fluidic resistance in the gap between the hydrogel
and the wall depends exponentially on the distance according to the Hagel-Poiseuille theory.
The strong pressure increase is caused by the displaced volume of the incompressible liquid,
which is squeezed from the narrow gap into the channels on the left and on the right. A slower
swelling process reduces the pressure increase and leads to stable results. In real systems,
however, the squeeze film pressure, would likewise hinder the hydrogel expansion and slows
down the closing process of the microvalve.

The true geometry of the hydrogel in a microvalve is more complex and can only be repre-
sented in a 3D-model. Furthermore, the round corners and edges of the hydrogel do not fit
exactly to the chamber walls. In practice, some parts of the gap close earlier and the remain-
ing parts close later. There might be even a leakage flow because the hydrogel is commonly
not able seal the entire cross-sectional area of the valve.

In the next section, a more complex geometry of a microvalve model with fluid structure
interaction (FSI) is investigated, implemented and tested.
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5.4.2 One-way Fluid Structure Interaction Modeling

In this chapter, a one-way fluid structure interaction (1-FSI)model is established and evaluated.
One-way means, that all coupling effects go in one direction only, here, from the mechanical
domain to the fluid domain. The mechanical domain simulation run is completely indepen-
dent from the fluid domain results. On the other hand, the transient fluid domain simulations
depend on mechanical results, which have to be updated in each time interval. The general
approach is visualized in Figure 5.5.

thermal-mechanical domain

fluid mesh
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...
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data file
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data transfer direction
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Figure 5.5: One-directional fluid structure interaction model routine implemented betweenANSYS Mechanical and ANSYS CFX.
In the following, themechanical domainmodel is executed first and then, as a second step,

the fluid simulation is started. Hereby reactions of the fluid on the mechanical domain are
ignored. The mechanical domain is actually a thermo-mechanical model where the temper-
ature driven stimulus diffuses into the hydrogel and the swelling is calculated according to
the adapted sigmoidal function. The displacements of the hydrogel surface change the fluid
channel in CFX and the corresponding fluid resistance.

The stimulus temperature is applied at the outer face of the hydrogel. Both, a step function
and a ramp function have been investigated. The thermo-mechanical finite element model
does not only comprise the hydrogel region but also the fluid region of the valve as shown
in Figure 5.6. The fluid region is modeled by dummy “MESH200” elements in ANSYS. The
interface between both forms a moving wall and the other outer faces of the fluid elements
are set to fixed wall boundary conditions.

The transient simulation of the thermo-mechanical domain is stopped at certain time inter-
vals t = ∆t · iwhere t is the current simulation time,∆t is the time-step size of the solver and i
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defines the number of simulation-steps to the next stop. At each interrupt, the finite element
dummymesh in the fluid domainmust be updated according to the deformed position of the
hydrogel elements. It can be realized either by a mesh morphing or a remeshing procedure
in ANSYS. Details can be found in the rezoning section of the ANSYS Advanced Analysis Guide
in [148]. Compared to the mesh morphing algorithm, a remeshing routine is more stable and
enables large deformations. Remeshing is not just a new mesh in the solid model volumes,
rather remeshing has to consider local deformations at the interface to moving walls.

The updated fluid meshes at each interrupt (*.cdb files) are written to the database by
the “CDWRITE” command in ANSYS. After the interrupt, the thermo-mechanical simulation
continues with a restart routine. The “antype„restart” command loads to original mesh, the
applied boundary conditions and applies the simulation results of the last time step. The
transient simulation continues until the next interrupt is reached.

In the fluid domain, an initial model is necessary to define essential items such as bound-
ary and load conditions as well as the fluid properties. In particular, the inlets and outlets, the
fixed and moving walls must be labeled for computational fluid dynamic (CFD) simulations in
ANSYS CFX.

Similar to the mechanical domain, the fluid solver must be stopped at the same time in-
tervals. It is realized by an interrupt, which calls “remesh.bat”. The routine saves the current
simulation results for the next CFX restart and launches ANSYS Mechanical to load the cur-
rent mesh from the thermo-mechanical domain results. The mesh is copied to “remesh.cdb”,
which is the default filename for the one-way FSI coupling in ANSYS CFX. The new deformed
mesh is incorporated into the CFX database whereby all result data from the previous time-
step must be mapped to the updated mesh. It is an internal interpolation procedure of the
fluid solver. Then a newfluid simulation in the next time interval is carried out and the process
repeats until the total simulation time is reached.

The routine in Figure 5.5 has been utilized to simulated the fluidic resistance at different
swelling states for system simulation inMatlab Simulink presented in Section 6.1.5. However,
the routine is very powerful and accounts not only for the fluidic resistances but also for the
transient response of the coupled fluid-mechanical system.

A stimulus step function has been applied in Figure 5.6. The left upper figure shows a
quarter symmetric model in the initial state. The related flow velocities are visualized on the
right. Figure 5.6 b) and c) illustrate the swelling process. It can be seen that the outer faces
and the corner region swell first and then follows the inner part of the hydrogel. The left lower
figure visualizes the shrinking process where the solvent diffusion likewise starts at the outer
regions and the inner part follows delayed.

The one-way FSI coupling works accurate and stable for most engineering problems. How-
ever, difficulties arise for very narrow or even closing gaps in microvalve applications. With
narrow gaps, the aspect ratio between the lateral dimension and the gap height becomes
very large. Values of 100 and above are reasonable. A tetrahedral mesh leads to an excessive
number of elements because the edge length of the finite elements should be in the same
order of magnitude. Hexahedral elements perform much better and allow inherently for a
large aspect ratio without loss of accuracy. However, the fluid velocity profile in a narrow gap
is a parabolic function according to Hagen-Poiseuille. Convergence tests have shown that at
least eight layers are necessary to simulate the fluidic resistance with acceptable accuracy in
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narrow gaps. Automaticmesh generators have difficulties in properly remeshing the complex
structure of the fluid domain.

open state

closed stateopening state

closing state

Ini�aliza�on in the open state with 𝑇0 On the outer gel surface 𝑇𝑠𝑡𝑖𝑚 is applied. The equilibrium
condi�on is moved to which the hydrogel relaxes.

Equilibrium in the closed state at 𝑇𝑠𝑡𝑖𝑚
On the outer gel surface 𝑇0 is applied. The equilibrium condi�on is
moved to which the hydrogel relaxes.

a) b)
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Figure 5.6: Based on the 1-FSI model, the deformation determined in the mechanical domainis translated into the fluid domain to predict the conductivity of the system for the closingand opening behavior.
ANSYS provides a powerful programming and design language referred APDL. APDL can

not only be used to generate elements in the pre-process but also to control the solution
routines formeshmorphing and remeshing procedures. Figure 5.7 illustrates one example of
modeling closing gaps for microvalve applications, which has been successfully implemented
and tested.

The initial mesh is defined by hexahedral elements where the outer edges are parallel
and perpendicular to the moving surface of the hydrogel. The swelling process squeezes the
elements mainly in normal direction. In case of 3D-models, the default mesh morphing ap-
proach in ANSYS creates tangled elements where the element faces intersect each other at
large deformations, which causes the negative volume element error. An example is marked
by the red circle in Figure 5.7 a).

For this particular case, the problem could be solved by implementing “guiding rails” for
the inner finite element nodes. During mesh morphing, the inner element nodes can only
slide along the colored bars shown in Figure 5.7 c). It guarantees the hexahedral shape of
finite elements during the deformation process even at very narrow gaps. Guiding rails can
be modeled by beam elements with a very small tensile stiffness and a reasonable large
bending stiffness. The beam elements form straight lines of variable length, on which the
fluid elements can move and rotate easily. The distance between the layers is completely
equal.
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Figure 5.7: ANSYS: In a) a mesh break through is shown, which is stabilized by using mechan-ical beams in c) to create a more physical mesh morphing behavior as shown in b).
A totally closed gap is achieved by analytical terms. Element layers that are thinner than

certain limits are deleted from the fluid mesh database. The approach shown in Figure 5.7
works for a special class of applications but similar modeling techniques can be utilized for
other examples too.
5.4.3 Towards a Two-way Fluid Structure Interaction Model in CFX

A two-way fluid structure interaction (2-FSI) modeling process has been studied and tested.
In contrast to the previously discussed 1-FSI, the bidirectional interactions can also consider
the influence of the fluid pressure on the mechanical domain and other interacting physical
quantities.

The 2-FSI routing shown in Figure 5.8 is based on the MFX in ANSYS, which is primarily
intended for fluid structure interactions. The physical domain solvers are coupled by internal
equilibrium iterations in each time step. The internal sub-loop is referred as stagger iterations
in ANSYS.

The internal equilibrium iterations will be explained for the given example. In each time
step, the mechanical displacements are transferred to the fluid domain and the tempera-
ture level of the surface boundary between the hydrogel and fluid wall is transferred to the
mechanical domain. The result data are mapped onto the other mesh by interpolation pro-
cedures. Caused by the bidirectional interactions, the transferred data affect the transient
response in the current time-step. For instance, the applied temperature profile of the fluid
on the hydrogel surface is not ideal, causing a slightly different displacement shape in the
mechanical domain. This mechanical motion affects the flow behavior of the microvalve.

Internal equilibrium iterations in the current time step must be repeated several times
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until convergence is achieved. The implemented procedure is similar to the routine “restart”,
in which the previous time step is simulated again with the new data from the internal stagger
loops. In the case of convergence, the solvers begin with the next step in the outer loop,
referred as time or main loop.
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method call direction
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Figure 5.8: Two directional fluid structure interaction routine for ANSYS Mechanical and AN-SYS CFX.
The 2-FSI data exchange process is controlled by instruction files and a communication

protocol. Themain file is “mfs_control.dat”, which specifies the data exchange procedure and
the convergence behavior. It turned out that the bidirectional FSI coupling is very time con-
suming and the solvers often fail to converge. Even smaller loads and time steps did not
produce better results. Bidirectional interactions in ANSYS CFX are rarely published. More
promising approaches are recently reported in ANSYS Fluent, which is another CFD solver
in ANSYS. Even with Fluent, bidirectional interactions are very challenging and this approach
has not been pursued further.

The primary goal in Chapter 5 is the extraction of precise fluidic resistance data of differ-
ent swelling states for subsequent system simulations in Matlab Simulink. The one-way fluid
structure interaction routine provides all data, which are necessary, for high accuracy and
efficient system models. The system model generation is presented in the next chapter.
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The previous chapter discusses finite elementmodeling technologies, where arbitrary and
very complex geometries can be defined in a modeling process called Pre-Processing. In the
next step, referred as Solution-Processing, different load and boundary conditions are ap-
plied on the models, which are solved either statically or in a time and frequency domain.
In the final Post-Processing step, the model behavior is evaluated based on primary results
data or based on user defined calculation routines. Characteristic properties such as the flu-
idic resistances, time constants of swelling processes or the volume change of hydrogels can
be extracted with high accuracy.

The finite element results provide very important input information for lumped modeling
technologies, which are widely utilized for the subsequent microfluidic component and sys-
tem designs. Lumped modeling technologies create numerical models with a low number of
governing equations, which are referred as ROM. If lumped parameter models are extracted
from data obtained by field solvers based on FDM, finite element method (FEM), BEM or FVM,
the reduction process is often referred as MOR in the literature [149]. Lumped models de-
scribe the internal behavior of components and systems by a small set of equations, which
can be solved efficiently. A small set can include several hundred equations or parameters.
However, finite element models have between several thousands and several millions de-
grees of freedom (DOF) and consequently equations. The huge number of DOF is the reason
that larger technical systems and devices must be reduced in their complexity to perform
optimization procedures and case studies in a reasonable time.

Lumped models can either be defined by analytical terms according to the theoretical
background or by extracted result data from finite element simulations or measurements.
Usually, design engineers utilized both concepts. Analytical based lumped parameter mod-
els are preferred during conceptual design. Finite element-based data extraction is utilized in
the final stage of designwhere highly accuratemodels are created for the desired layout. Both
approaches will be used in this chapter. For instance, the fluidic resistance of a microvalve
can be estimated by Hagen-Poiseuille equations or extracted precisely from ANSYS CFX sim-
ulations whereby data are transferred to lookup tables or customized fit-function blocks in
Matlab Simulink. The modeling approach where system models are iteratively improved at
different levels of abstraction have been discussed in Section 2 of this work.
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Lumpedmodels are created for different elements of themicrofluidic toolbox. In this chap-

ter, the general approach is discussed in detail for the CVPT model. This valve model is the
core element in Chapter 7 where multiple fluid components are assembled to larger fluidic
logic circuits and analyzed in the time domain. It will be shown that highly efficient parameter
studies can be performed for complex systems, which consist of multiple physical domains.

Essential features of lumpedmodels can be changed bymask parameters or bymodifying
the implemented transfer-functions or lookup tables. The models can easily be adjusted to
new designs and changed test conditions.

In general, three major lumped modeling approaches exist in computational engineering.
The first one is a network description where the system elements are described by an across
(potential) and a flow (current) quantity. This approach is widely used in electrical engineering
but can be adapted to non-electrical systems by analogy relationships. The second approach
is a signal flow description where physical quantities are routed from one element to the
next one by directional connection lines. Signal flow models are widely used for controller
and system design. The third approach allows a mixed signal description where an analogue
signal model can be combined with digital model components. For now, only continuous
models with either network descriptions or signal flow descriptions are of interest in this
work.

There are many options regarding computer tools used for lumped modeling. The free-
ware tool LTspice is a widely used and well-known circuit simulator with no node or element
limitations. Themain focus of LTspice is on electrical networkmodels, which can be extended
to fluidic systems by analogy relationships. However, the software package Matlab has been
chosen in the work because it supports both, network descriptions in Matlab Simscape and
signal flow models in Matlab Simulink. Furthermore, the Matlab software suite offers a very
versatile development platform ranging from numerical matrix operations, curve fitting pro-
cedures, image processing utilities, graphical user interface (GUI) programming libraries and
toolboxes for measurement data extraction and evaluation. Matlab is not only interesting for
academic research, it became also an industry standard in many engineering fields.

Advanced circuit simulators such as Cadence, Mentor Graphics or Synopsys could also be
of interest for microfluidic system design. Those tools support several electronic design lan-
guages such as Verilog-A or VHDL-A and provide a large library of electronic circuit models.
In industry, Cadence is a standard tool for electronic design automation of large-scale sys-
tems such as microprocessors or memory cells. However, Cadence is highly specialized and
advanced but less used in academic class-room work and at small and medium enterprises.

6.1 The Chemical Volume Phase-transition Transistor Model

The chemical volume phase-transition transistor (CVPT) is the main element for logical
chemofluidic circuits. A detailed description of the CVPT valve is important to accurately
predict the behavior of the fluidic systems.

The model shown in Figure 6.1, is subdivided into five parts. The first part describes hys-
teresis parameters, based on the stimulus behavior at the hydrogel. The second part calcu-
lates the equilibrium length, based on the applied stimulus and the hysteresis values. Next,
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the transient swelling behavior is calculated from the equilibrium length together with the
rise time functions in part three. Part four calculates the swelling dependent stiffness change
of the hydrogel, the elastic compression of the gel due to the fluid pressure and the sealing
force, which is needed to predict the leakage rate.

Finally, the compressed length of the hydrogel is compared to the pre-calculated swelling
states of the finite element model. A “FEM lookup” function interpolates the dimensional pa-
rameters of the gel and calculates the fluidic conductivity based on the results of the finite
elementmodel. In part five, the applied pressure difference across the valve ismultiplied with
the fluidic conductivity to calculate the volume flow rate of the medium, which propagates
through the valve. The resulting flow rate is assigned by a controlled current source in the
right part of Figure 6.1.
6.1.1 Static Hysteresis

The theoretical background for modeling the hysteresis effects in hydrogels has been ex-
plained in Section 3.3. In the following, the numerical implementation of the algorithms in
Matlab Simulink and test cases to verify the approach on examples will be discussed in detail.

Several benchmark examples have shown that appropriate modeling techniques are vital
to obtain a high performance during transient simulation runs. For instance, mathematical
equations should not simply be copied into “Interpreted Matlab function blocks” because
those blocks call the Matlab parser in each integration time-step, which takes time. Rather
than, all equations and conditional code segments of themodel should be assembled entirely
from build-in blocks, which improves the performance by orders of magnitudes.

Hysteresis is the dependence of the state of a systemon its history. Important are so-called
turning points where the stimulus signals change from increasing to decreasing values and
vice versa. Turing points do not depend on the direction of the stimulus or the flow transport
in a channel, rather they dependon themomentwhere the stimulus-time function changes its
direction. In the following, the direction is related to the signs of the time-derivatives (slope),
which are positive for increasing and negative for decreasing stimulus functions. Figure 3.9
shows an example case where the sigmoidal functions are shifted around the lower critical
solution temperature TLCST by an offset∆Thyst depending on the applied stimulus profile. A
proper closing condition and its effects can now be fully analyzed.

A first step in the hysteresis part of the valve model will be the calculation of the time-
derivatives of the stimulus as shown in Figure 6.2. The Boolean output 1 (called “if true”) pro-
vides a true signal flag at the turning points, which triggers the calculation of new hysteresis
parameters. Output 2 provides permanently the sign signal of the first derivative, which de-
fines the direction of the stimulus change. The stimulus is applied at input 1 in Figure 6.2.
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U ~= U/z u1 if(u1 > 0)1

ST
1

if true

2
sgn

Figure 6.2: Subroutine to detect a direction change of the stimulus. Input is the stimulussignal ST , outputs are the Boolean flag indicating the turning point (output 1) and the signvalue for the stimulus change (output 2).
The “detect direction” subsystem of Figure 6.1 starts with a time derivative block and is

followed by a sign block where the slope signal is transformed to a ±1 value. Thereby, +1

represents an increase of the stimulus and −1 a decreasing stimulus. The next block deter-
mines whether the sign value has been changed or not. The trigger signal is set exactly one
time-step after the slope change at the turning point. Hence, the “sgn” output port provides
the direction of the stimulus after the turning point at the triggered event. For numerical rea-
sons, the output signal must be converted into a double value and then into a Boolean value
in order to get accepted by the if-conditions in the subsequent action blocks, which evaluate
the trigger signal.

The following example uses the applied temperature profile as stimulus signal for the
hysteresis effect. In the model parameter mask, a maximum hysteresis offset temperature
∆Thyst must be defined, which describes the horizontal shift of the sigmoidal functions with
regard to the lower critical solution temperature TLCST . The implemented approach has been
verified by a sinusoidal temperature profile, which covers the entire sensitivity range of the
hydrogel from T (t) = [0; 2 · TLCST ]. The outer hull curves of the equilibrium length can be
observed in the hydrogel response plots in Figure 3.8. If the temperature is increasing, the
right hull curve is set with ∆Thyst = +4◦C and, if the temperature is decreasing, the left hull
curve is defined with ∆Thyst = −4◦C.

The routine is initialized at the lower critical solution temperature TLCST . In the first step(1), the temperature is increased and the hydrogel follows the second half of the sigmoidal
function. Now the temperature is decreasing and a stimulus direction change is detected (2).
The hysteresis temperature offset is set to ∆Thyst = −4◦C and shifts the sigmoidal function
to the left. If the temperature is increasing in (3), the hysteresis offset is set to ∆Thyst = +4◦C

what shifts sigmoidal function to the right.
As a next step, the internal loops are verified by a depleting sinusoidal temperature pro-

file as shown in Figure 3.10. There, the hydrogel is initialized with ∆Thyst = 0◦C at the lower
critical solution temperature TLCST . By increasing the ambient temperature, the value of the
equivalent length follows the unshifted sigmoidal function to the turning point, where a stim-
ulus direction changes from increasing to decreasing values. Now it follows the left hull curve
to the next turning point and then the right hull curve followed. From there, the functional
behavior of the hysteresis models at internal loops can be observed and verified.

In Figure 3.10, the turning point (4) is out of the range of the upper and lower swelling
length l1 and l0. It activates a routine to calculate the upper and lower offset length loffand loff1. The primary goal of the offset parameters is to shift the new left or right sig-
moidal function into the turning point. The theoretical background has been explained in
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Section 3.3. The offset length parameters are calculated from Equation 3.64 and
Equation 3.65. Both offset length parameters together with the hysteresis offset tem-
peratures ∆Thyst define the sigmoidal function needed for the equilibrium length leqaccording Equations 3.66.

In the next section, the implementation of the hysteresis effect in Simulink is discussed.
The “hysteresis detection” subsystem calculates the offset length loff parameters (output 1),
the hysteresis offset temperature ∆Thyst (output 2) and passes through the direction sign
nsgn signal from input 2 to output 3. The “hysteresis detection” block is only activated at the
trigger event by the action port in Figure 6.3.

1
offset

if { }

Action Port

1
stim

f(u)

Temp Hyst

2
sgn 3

l_eq

2
T_hyst

3
direction

u1
if(u1 < 0)

else
l_eq

stim
off l

if { }

If left
l_eq

stim
off r

else { }

If right

> 0

Figure 6.3: “Hysteresis detection” subsystem, which is used to determine the hysteresis pa-rameters.
The direction sign nsgn at input 2 is evaluated after the trigger event and takes the new

slope after the turning point into account. The nsgn values are positive after the turning points(3) and (5). It indicates an increasing stimulus value and activate the calculation of the right hull
curve parameters in the “If right” subsystem. Negative nsgn appear after the turning points (2)and (4) what activates the calculation of the left hull curve parameters.

Due to some performance issues, nsgn is redefined at the switch to better hold the signalfor the subsequent function block “Temp Hyst”. In this function block, the hysteresis tem-
perature ∆Thyst is multiplied by the nsgn signal to provide the desired offset temperatures.
Equation 3.64 and 3.65 are implemented in the “If right” and “If left” subsystems, which need
the current equilibrium length leq(T ) and left or right hull curve lH(r,l)(T ) values as input data.Both routines are shown in Figure 6.4.

In Figure 6.4, another if-condition is implemented. Only if the current length is within the
hull curves (lHl

(T, t) < l(T, t) < lHr(T, t)), then internal loop parameters are necessary and
the offset length parameters loff and loff1 are calculated. Otherwise, there are no internal
hysteresis loops and the offset length parameters are set to zero.
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a) left side of the hysteresis loop b) right side of the hysteresis loop
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off l
else { }
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Figure 6.4: Sub-circuits to determine the offset parameters loff and loff1 for the right andleft hull curves.

For performance reasons, it is recommended to define another barrier, which is a lit-
tle under the maximum or over the minimum swelling degree to avoid turning points in
the saturation range. Numerical simulators are in general struggling with detecting close to
zero values, for which a hysteresis tolerance hystol is introduced. The default value is set to
hystol = 1 · 10−5 but can be changed in the model properties tab of the microvalve mask.

Both, the “detect direction” block of Figure 6.2 and the “hysteresis detection” block of
Figure 6.3 are necessary to determine the hysteresis parameters, which are required to cal-
culate the equilibrium length of the hydrogel. Thereby, the wiring of the signals is not trivial,
because an algebraic loop appears due to the equilibrium length leq is coupled back from
the “equilibrium swelling” to the “hysteresis detection” block. This algebraic loop is broken
though the memory block as shown in Figure 6.5. Additionally, when the if-condition is not
active, the parameters are still needed for subsequent calculations of the equilibrium length.
For this reason, the memory blocks are also necessary to hold the outputs of the “hysteresis
detection” subsystem until the next turning point is detected.

direct

T_hyst

offset

stim

l_eq

1
C in

l_eq
f(u)

equilibrium swellingequilibrium swelling

stim

sgn

l_eq

offset

T_hyst

direction

if { }

hysteresis detection

T_hystT_hystT_hyst

stim
if true

sgn

detect direction

Figure 6.5: Simulink model to determine the hysteresis parameters for the CVPT model.

During experimental characterization of the static hysteresis behavior of hydrogels, the
time range for tests should be set long enough to avoid interferences caused by the dynamic
effects of swelling. It turned out that hydrogels swell and shrink very slowly and measure-
ments take several days to predict internal hysteresis cycles with high accuracy. This long
duration was the main motivation to develop fully automated and stable measurement rou-
tines to characterize the swelling behavior of hydrogels as discussed in Section 4.
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6.1.2 Equilibrium Swelling Length – Quasi-static Behavior

The second part of the CVPT model shown in Figure 6.1 is focused on calculating the equi-
librium swelling length based on the sigmoidal function defined in Equation 3.66. The block
“equilibrium swelling” calculates the quasi-static response of the hydrogel according to the
stimulus signal, which is needed for the transient response analyzed in part three of the
model.

The “equilibrium swelling” block requires the previously computed input parameters,
which are the stimulus temperature “stim”, the offset length “offset”, the hysteresis tempera-
ture “∆Thyst” and the direction sign “direct” of the stimulus. All four parameters are bundled
in the “Mux” block to a vector signal on a single wire, whereby the multiplexed data must be
addressed by u(1) for “stim”, u(2) for “offset” , u(3) for “∆Thyst” and u(4) for “direct” in the
subsequent function block “equilibrium swelling”. The multiplexing of signals not only serves
to clarify the model layout. The main reason is that function blocks only allow one input and
one output signal, as shown in Figure 6.6.

direct

T_hyst

offset

stim

l_eql_eq
f(u)

equilibrium swellingequilibrium swelling

Figure 6.6: Standard function block to determine the equilibrium swelling length leq with a“Mux” block to bundle input signals.
Within the function block, the equilibrium length is calculated by the following multi-

parametric sigmoidal function, which has been introduced in Section 3:

leq =
∆l − loff

1 + e−
5

∆Tu
·(T (t)−TLSCT−Thyst) + 0.5 · e−

5
∆Tl

·(T (t)−TLSCT−Thyst)
+ l0 + loff · 1− nsgn

2
. (6.1)

In Equation 6.1, the four input parameters of the function block are the stimulus T (t), the
offset length loff , the static hysteresis offset Thyst and the temperature direction parameter
nsgn. The length change∆l, the reference length l0, the upper and lower curvature width∆Tuand ∆Tl, as well as the lower critical solution temperature TLCST are defined in the CVPT
mask and therefore exist as known parameters in the valve model.

6.1.3 Kinematic Swelling Length - Transient Behavior

Part three of the CVPT model shown in Figure 6.1 is focused on calculating the kinematic
length of the hydrogel based on the equilibrium swelling length computed in part two of the
model. The kinematic swelling length describes the transient response of the swelling and
shrinking processes after the stimulus signal changes.
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The transient response is defined by a first-order differential equation as discussed in

Section 3.2. The difference between quasi-static and the transient response is that the quasi-
static equilibrium length follows instantaneous the stimulus signal changes. The measured
transient response after a stimulus jump is an exponential function whereby the rise time
depends on the direction of the length change (swelling or shrinking) and the current equilib-
rium length. Therefore, the following first-order differential equation can be used to describe
the transient response of the hydrogel:

d(l) · l̇(t) + l(t) = leq(T ), (6.2)
whereby leq(T ) is the stimulus dependent equilibrium length, l(t) the time response referred
kinematic length and d(l) the damping coefficient, which is here equal to the rise time τ(l) of
the hydrogel.

Equation 6.2 is modeled by a control loopwith an integrator block labeled as “ 1s ”, a subsys-tem “rise time”, which evaluates the rise time τ(l) of the differential equation and two routing
blocks, which add and divide incoming signals as shown in Figure 6.7. From the numerical
point of view, solving ordinary differential equations by integrators is more accurate and sta-
ble as using derivative blocks for the same task. The control loop with the integrator block
actually solves Equation 6.3, which is identical to Equation 6.2. Additionally, the integrator
block in Figure 6.7 allows to define the initial conditions for the kinematic length at time t = 0:

l̇(t) =
leq − l(t)

d(l)
= v(t). (6.3)

l_kin
v(t)=l(t)'

l_eq

v(t)=l(t)'
l_kin1

sxol tau

rise time

Figure 6.7: Control loop representing a first-order differential equation to determine the tran-sient response of the swelling hydrogel.
The “rise time” block in Figure 6.7 predicts the swelling time of the hydrogel. According

to [114], the rise time depends on the current length l(t) of the hydrogel and the coopera-
tive diffusion coefficient Dcoop, which is a function of the swelling degree Q. The swelling de-
gree is approximate by a cubic function from the current kinematic length l(t) and the initial
(unswollen) length l0 of the hydrogel according to Equation 3.60 of Section 3.2.3.

However, experimental results have shown that the rise time of swelling hydrogels agree
well with the theory but underestimates the shrinking behavior. Therefore, the first part of
the “rise time” block in Figure 6.8 is utilized to adjust the rise time function by scale factors.
For swelling processes, the scale factor is set to 1 and for shrinking processes the scale factor
is defined byDfac, which can be modified in the mask parameter window of the valve model:
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d =



1 dl

dt ≥ 0

Dfac
dl
dt < 0

. (6.4)
Finally, the “rise time” function block is defined by:

τ = d · l(t)
2−3n · l03n

D0
, (6.5)

whereby the first input signal is the current kinematic length l(t), the second input parameters
is the scale factor d with either 1 or Dfac for the rise time, D0 is the base diffusion coefficient,
l0 the initial length in the unswollen state and n the power variable of the swelling process
according to Equation 3.50.

> 0

offset select

f(u)

rise time

1
l

1
tau

Figure 6.8: “Rise time” subsystem elements to predict the swelling time of the hydrogel.

6.1.4 Stiffness and Maximum Closing Pressure

Hydrogels undergo large dimensional changes whereby water or other solvent molecules
penetrate into the polymeric network [150]. It results in a stiffness change, which can be de-
scribed by a changing Young’s modulus during operation. In [125] the mechanical properties
of hydrogels aremeasured and temperature depended functions of the Young’smodulus are
shown on page 3239.

In the present work, it is hypothesized that the stiffness correlates more with the cur-
rent length l(t) than with the stimulus of the hydrogel. The swelling and consequently the
length change of the hydrogel follows with a time delay to stimulus signals. Hence, the true
physical behavior is better approximated if the stiffness, in particular the Young’s modulus,
is described as a function of the kinematic length. Otherwise, a step signal of a temperature
driven Young’s modulus would create a jump of the stiffness and a jump of the related dis-
placement functions. These jumps are thermodynamically impossible from the physical point
of view. Furthermore, the temperature driven approach would cause numerical problems
due to algebraic loops.

The hydrogel network shows a maximum stiffness in the collapsed state. The solvent
,which penetrates during the swelling process into the hydrogel, softens the material. This
requires a description where the stiffness is dependent on the size of the gel, which can be
either the volume or the length change. This idea follows the multi-field theory in [151] where
the hydrogel behavior is described in relationship between the solvent and the gel network.
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According to Chapter 3, the Young’s modulus is linearly interpolated between the swollen

and the collapsed state. Therefore, the function block “E-Modul” in Figure 6.9 is defined by:
E(lkin) = E1 −

(E1 − E0) · (lkin − l0)

∆l
, (6.6)

where the kinematic length lkin is the input variable, E1 is the Young’s modulus in the col-
lapsed state with a maximum value, E0 is the Young’s modulus in the swollen state with a
minimal value, l0 the initial length and ∆l the total length change with ∆l = l1 − l0. It shouldbe noticed that a linear interpolation of the Young’s modulus based on volumes changes
could also be implemented. Different ways to transform length changes to volume changes
for large deformations are discussed in Appendix D.

l_c

l_kin E-Modul

kin. length

pressure

f(u)

compression

f(u)

E-Modul

compression

Figure 6.9: Simulink model elements to calculate the hydrogel compression at acting fluidpressure loads.
The hydrogel is a soft material, which deforms under pressure loads. However, hydrogels

are almost incompressible because the Poisson’s ratio is near to ν = 0.5. A uniform pressure
load around the hydrogel does not change the volume or leads to a deformation. For this
reason, only local pressure differences are relevant for calculating elastic deformation states.
In practice, the deformation is most important in the closed state where high pressure differ-
ences squeeze the solvent trough a small gap between the wall and the hydrogel surface. It
creates a leakage flow, which can have a significant influence on the functional behavior of
the valve.

The pressure difference ∆p is directly available at the interface ports of the valve. In the
closed state, the pressure difference at the ports is almost identical to the pressure difference
at the hydrogel surfaces as shown in Figure 6.10. Measurements have shown that high pres-
sure differences can squeeze the fluid through a closed valve. This physical behavior could
only be partly reproduced by finite element simulations but the results illustrated the leakage
problem.

The fluid pressure pushes a wedge-shaped gap at the interface between the wall and
the hydrogel surface. At high pressure differences, the wedge-shaped gap moves from the
high-pressure side to the low-pressure side, which finally leads to a leakage flow. During the
opening process, the pressure in thewedge-shaped gap is almost constant. After the opening,
there is a linear pressure drop in the gap. The displaced hydrogel from the top side is mainly
pushed to the sidewalls at the low-pressure region. It is very difficult to describe the opening
effect accurately but it can be estimated from the linear theory of an elastic continuum. The
idea is that the gap opens if the fluid pressure difference is larger as the contact pressure
of the hydrogel to the wall. The elastic deformation can be described by the following stress-
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strain relationship:

σ = ∆p = E (lkin) · ε. (6.7)
In Equation 6.7, the mechanical stress σ is approximated by the applied pressure drop

∆p over the valve, the engineering strain ε and the Young’s modulus E, which are functions of
the current kinematic length lkin. The resulting compressed length lc of the hydrogel becomes
lc = lkin −∆l leading to the following equation:

lc = lkin ·
(︃
1− ∆p

E(lkin)

)︃
. (6.8)

The Young’s modulus E represents the stiffness per unit area for the compression effect
of the hydrogel. The value can be adapted from measurement data or indirectly from the
leakage flow rate at varying pressure loads ∆p across the calve. The total stiffness depends
not only on the hydrogel material property but also on the assembly, the chamber design
and how the hydrogel is fixed in the chamber of the valve.

Figure 6.10 illustrates the pressure distribution in the fluid of a quarter symmetrical finite
element model of the microvalve in the collapsed state a) and in the swollen state b). In the
collapsed state, there is a linear pressure drop in the valve caused by the fluidic resistance of
the viscose solvent. In the swollen state is almost no fluid flow. The red colors indicate that
the pressure is uniform from the inlet to the hydrogel surface. The same effect occurs at the
outlet side with the low-pressure value.

a) open valve b) closed valve

Figure 6.10: Opening and closing pressure distribution within the microvalve.
Due to in the Simulink model the compressed length is introduced, a significant compres-

sion occurs at high pressured values. In Figure 6.11 b), a gap appears between the kinematic
length and the compressed length, which does not appear in a) for the length plot at low pres-
sure values. Respectively a sealing is achieved in case a) and a leakage is detected in case b),
because there the mechanical contact pressure of the hydrogel on the wall is smaller than
the fluid pressure. The compressed length becomes visible and a small leakage flow rate can
be observed.
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a) sealing valve at a pressure range to 10 Pa
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Figure 6.11: In a) a sealing at low pressures of up to 10Pa is possible but around 250Pa aleakage is detected.

The mechanical contact pressure of the hydrogel on the wall is a critical design parame-
ter. The value should be estimated and compared to design rules of the microfluidic toolbox
for manufacturing of prototypes. The highest possible contact pressure depends on the en-
gineering strain and the Young’s modulus in the swollen state. It can be approximated by:

pcl = E0 ·
(︃

l1
lgap + l0

− 1

)︃
, (6.9)

whereby pcl is the maximum closing contact pressure, E0 the Young’s modulus in the closed
state, l1 the maximum swelling length, l0 the initial reference length and lgap the gap betweenhydrogel and the fluidic wall.

In practice, a typical design task can be to define the required gap length lgap of the mi-
crovalve, which can withstand a certain closing pressure. Then Equation 6.9 can be trans-
formed to the following form:

lgap =
l1

pcl

E0
+ 1

− l0. (6.10)
Another critical design parameter is the leakage flow. If the fluidic pressure difference is

larger as the assumed closing pressure of the hydrogel, a leakage flow can appear, which af-
fects the functional behavior. The largest fluidic pressure difference across the valve appears
in the closed state.

Considering the worst case, the inlet pressure from external pumps acts entirely on the
microvalve because it blocks the entire fluid flow. Consequently, the external pressure pumps
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must be designed with lower values as the critical pressure level from Equation 6.9.

If the pressure drop on the closed microvalve condition is unsure, then a CFD simulation
with an open circuit condition can be performed. Thereby the three dimensional chip layout
is taken and the microvalve component is deactivated. Now two boundary walls are formed,
one for the inlet and one for the outlet of the valve. The CFDmodel is analyzed and the critical
pressure difference at the boundary walls can be determined.

6.1.5 Calculation of the Fluidic Conductance

The primary goal of the microvalve model is to control the volume flow rate at applied pres-
sure and stimulus loads. The relationship between pressure and volume flow rate is defined
either by the fluidic resistance or by the inverse, which is the fluidic conductance of the valve.
Thereby the resistance is indirectly controlled by the applied stimulus. Based on previously
defined steps, the stimulus is transformed into a length change of the hydrogel, which then
affects the fluidic resistance and consequently the volume flow rate.

There are two ways to calculate the fluidic resistance in a Simulink model. The first ap-
proach is based on analytical equations and the second one is based on a numerical data
extraction procedure where finite element simulation results are used to describe the fluidic
resistance with a much higher accuracy. The analytical approach is discussed first.

The goal is to calculate the fluidic resistance analytically from the Hagen-Poiseuille equa-
tion for rectangular cross-sections. Figure 6.12 a) shows that the fluid domain around the
hydrogel form an n-shaped channel. However, just adding the flow from each area creates
large errors not only in the amplitude, but also during the closing motion. Therefore, in a
second approach the entire area was approximated by a single area of the same length as
shown in Figure 6.12 b). During operation, the hydrogel at the center expands and changes
the size of the fluid gap lgap by the length change parameter ∆l′.

a)

hydrogel

fluid body

b)

hydrogel boundary

fluid wall boundary

fluid body

Figure 6.12: Schematic view of the true cross-section at the hydrogel chamber and the ap-proximated rectangular area.
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It will be shown that finite element simulations predict the fluidic resistances with a much

better accuracy. However, analytical equations are simple to use and one can clearly see the
influence of dimensional parameters and physical properties on the fluidic resistance. Ana-
lytical terms should be used for conceptual design and the finite element simulation is best
used to improve accuracy. The pressure-flow relationship of rectangular channels according
to the Hagen-Poiseuille equation is defined by [152]:

V̇ (∆l′) =
k(∆l′) · (lgap −∆l′)

3 · 5lgap
12 · η · lch

·∆p, (6.11)
whereby k is a geometry factor, lgap represents the gap between the hydrogel and the fluidicwall,∆l′ is the hydrogels length change, which is determinedwith∆l′ = lc−l0, η is the dynamic
viscosity and lch is themean channel length of the valve. The geometry factork for rectangular
cross-sections is given by [152]:

k(∆l′) = 1−
∞∑︂

n=1

1

(2n− 5)
5 · 192

π5
· lgap −∆l′

5lgap
· tanh

(︃
(2n− 1) · π

2
· 5lgap
lgap −∆l′

)︃
. (6.12)

In the following model, the fluidic conductivity G is utilized instead of the fluidic resis-
tance. The reason is that valves create infinite resistances in the closed state but never an
infinite conductance in the open state. To avoid a singularity in transient simulations, the flu-
idic conductance has been implemented in the Simulink model elements. The aspect ratio
of the rectangular cross-section (width to height) is 5 and increases during the swelling pro-
cess. In that range, the geometry factor k changes only a few percent especially towards the
closed state. It is not worth to evaluate Equation 6.12 in each time-step, vrather the geome-
try factor has been set to a fixed value k0, which is calculated in the open state. Additionally,
Equation 6.11 is redefined to a function ofG0 multiplied by the gap ratio, which goes with the
power of three as shown in Equation 6.14. G0 is the fluidic conductance in the open state:

G(l0) = G0 =
5 · lgap4 · k0

12 · η · lch
. (6.13)

Theoretically, the length change ∆l′ can be larger as the fluid gap lgap because no limiters
or contact elements have been implemented in previously defined Simulink model elements
for the hydrogel. Therefore, a case distinction through if-conditions is used in the following
fluidic conductivity equation:

G(lc) =

⎧⎨⎩
(︂

lgap−lc+l0
lgap

)︂3
·G0 if (lc − l0) < lgap

0 if (lc − l0) ≥ lgap.
. (6.14)

Equation 6.14 defines the fluidic conductance according to Hagen-Poiseuille as a function
of the compressed length lc of the hydrogel for the model shown in Figure 6.12 b).

A second approach is to compute the fluidic conductance function of the valve based on
the finite element results fromChapter 5. Contrary to analytic equations, in FEMarbitrary and
very complex microvalve designs can bemodeled, but an automatic extraction procedure for
the conductivity behavior is needed. In order to later fit the results to a function, at first the
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data points need to be extracted within ANSYS CFX. There, a two parameter vector is required
and the first one contains the swelling displacements at a characteristic node on the top face
of the hydrogel. This represents the hydrogels length change∆l′. The second parameters rep-
resents the conductivity and is calculated based on volume flow rate divided by the applied
pressure drop at each displacement step. Based on these data points, an FEM-based conduc-
tivity function can be defined, which will include the fluid properties like dynamic viscosity
and density, the geometric properties and energy losses, which normally is very challenging
to determine for complex geometries. However, how these parameters affect the equation
can not be easily determined and for the conceptual design phase, analytic equation are al-
ways recommended.

The extracted two parameter vector is now fitted with the curve fitting toolbox in Matlab
and there the best agreement could only be achieved with an exponential functions as de-
fined in Equation 6.15. Simpler polynomial fit functions based on the Vandermonde matrix
approach [153] (pp. 36, 49) have been tested as well, but there especially along the displace-
ment length, only insufficient accuracy could be achieved. Due to the curve fitting toolbox
in Matlab is very efficient, actual geometric dependencies affecting the conductivity shape
could be reasonably extracted allowing the FEM-fit also to be used for different length scales.
For this design, if any parameter needs to be adjusted, no extra FEM model is needed and
the behavior can be predicted accurately. The only parameters, which are not identified are
labeled as a, b and c and most likely they are a function of the fluid properties and energy
losses, which are still missing in the description. The amplitude of the conductivity is derived
from the open state, which is here represented again by Equation 6.13. This method allows
greater flexibility in adapting the conductivity shape, reduces modeling afford andmeasured
inaccuracies can be compensated through the geometry factor. For the FEM fit function, the
following equation is derived:

G(lc) =

⎧⎪⎨⎪⎩
(︃
a · eb·

lc−l0
lgap + e

c· lc−l0
lgap

)︃
·G0 if (lc − l0) < lgap

0 if (lc − l0) ≥ lgap.

. (6.15)

In Figure 6.13 b) it can be seen, that the exponential function of Equation 6.15 (blue line)
agrees well with the calculated finite element data points (red crosses). The fit parameters
are a = −1.6 · 10−6, b = 12.7 and c = −0.65.
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a) Hagen-Poiseulle configurations b) comparison of flow formulations

Figure 6.13: Normalized fluidic conductivity data based on Hagen-Poiseuille and FEM results.
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However, if the analytic Hagen-Poiseuille plot in Figure 6.13 a) (blue line) is compared to

the finite element fit in Figure 6.13 b) (blue line), it shows an obvious shapemiss match. For a
pure Hagen-Poiseuille function, close to the sealing stage at around 600µm, the gap distance
is a close to zero number, which is then even more close zero due to the cubic power term
of Equation 6.14. This makes conductivity changes in this area only very minimal, enhancing
this flattening effect in the sealing region. If however, in the model a much higher series
resistance is added, then the initial conductivity of the micro-valve is not dominate in the
system. As it can be seen in the red line of Figure 6.13 a) the conductivity of the valve is only
dominant during the almost sealed part, which significantly affects the overall conductivity
and projects a path as predicted with FEM. However, still the final shape is not accurate and a
closer approximation can only be achieved if a leakage is implemented (yellow line). In Figure
6.13 b) this yellow line is plotted, however accuracies are not satisfying.

In summary, it is demonstrated that pure analytical solutions can be adapted to the true
physical behavior but it is very challenging and time consuming for complex systems. It is
easier to extract characteristic parameters of complicated models from finite element simu-
lations and transfer the results to network models or signal flow graphs for system design.
The approach is referred as combined simulations in [133].
6.1.6 Modeling of the Fluid Flow through the Valve

In part five of Figure 6.1, the calculated conductivity is used to control the fluid flow of the
valve. The fluid flow in channels or valves is described by the pressure-flow relationship
whereby flow is the volume flow rate in this work (the mass flow rate is another option). The
ratio between volume flow rate and applied pressure difference across the channel or valve
is the fluidic conductance.

There are two ways to model the fluid flow in Matlab environment:
◦ Simulink, using a signal flow graph: A signal flow graph is a directional input-output
relationship of physical signals. In fluidic systems, the applied pressure is usually the
input and the resulting volume flow rate is the output signal. In case of the valve, the
input pressure must bemultiplied by the fluidic conductivity, which provides the output
signal. As shown in Section 6.2 and 6.3, it will be difficult to model larger microfluidic
systems and bidirectional interactions entirely in Simulink.

◦ Simscape, using a network representation: The pressure-flow relationship is mod-
eled by a network representation as known fromelectrical engineering. Fluidic elements
can directly be connected to other elements at interface ports. The fluid flow is bidirec-
tional and both, across or flow signals can be applied at the interface ports. For instance,
it is possible to connect either a pressure pump at the inlet or a syringe pump, which
defines the volume flow rate. A Simscape network model for the fluid flow relationship
with additional signal flow components in Simulink for the hydrogel swelling process
depending on the applied stimulus has been shown in Figure 6.1 and will be used in
the following.

Figure 6.14 illustrates how to transfer Simulink model information to the network rep-
resentation in Simscape. Till now, Simulink was utilized to calculate the stimulus dependent
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fluidic conductivity of the valve. All Simulinkmodel elements are shown in black, the Simscape
model elements are shown in blue.

d p

Gl_c

current
valve

1 press +

2 press -

pressure
sensor

f(u)

FEM look-up

1
s xo

simscape domain

simulink domain

unit delay
unit delay

Figure 6.14: Flowmodel segment, which uses the Simulink domain (black lines) to implementthe conductivity calculation and the Simscape domain (blue line) to implement the flow be-havior of the micro-fluidic network.

The valvemodel in Simscape has two ports referred “press+” and “press-”. The ports will be
the interfaces to other microfluidic elements, such as channels, junctions, inlets (pressure or
syringe pumps) or outlets, which drain the system. As known from Kirchhoff networks, each
wire has an across quantity, which is pressure and a flow quantity, which is the volume flow
rate.

A “pressure sensor” in Figure 6.14 detects the pressure drop∆p(t) across the valve and the
“current valve” is a VCCS, which defines the volume flow rate for the fluidic network domain.
The volume flow rate can be positive or negative, which switches the direction of the flow.
The volume flow rate is the product of the fluidic conductivity calculated in Simulink and the
measured pressure signal, which comes from Simscape. The volume flow rate V̇ is defined
by the following equation:

V̇ (lc, t) = G(lc, t) ·∆p(t). (6.16)
Theoretically, the pressure signal obtained fromSimscapemust bemultiplied by the fluidic

conductivity calculated in Simulink and the result goes back to the voltage-controlled current
source in Simscape. It forms an algebraic loop and leads to numerical issues as discussed
in Section 6.2. It will be recommended in Section 6.2.1, that a unit delay model breaks the
algebraic loop and leads to stable simulation conditions. A unit delay model holds and delays
the input signal by one time-step. The implemented “unit delay” model shown in Figure 6.14
consists of a sum block, a gain block, which specifies the delay time and an integrator.

The microvalve model is now ready to use in larger microfluidic systems, which will be
the focus of Chapter 7. However, some details on system modeling are necessary to be pre-
sented in the following sections.
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6.2 Circuit Descriptions Analogy for Microfluidic Applications

Modeling a hydrogel-basedmicrovalve with signal blocks in theMatlab Simulink environment
is extensively investigated in this work. The benefit hereby is the possibility to directly solve
complex mathematical and differential equations within Simulink. A problem arises if differ-
ent fluid elements described in Simulink will be linked together at the interface ports. In gen-
eral, it is possible to model microfluidic systems or electronic networks entirely with signal
flow graphs but it is difficult to realize and inconvenient. It requires a complex wiring with a
lot of effort to fulfill Kirchhoff’s flow conservation law at each interface node. The theoretical
background and the implemented approach are shown in Section 6.3.2.

Alternatively, microfluidic systems can be entirely described in network simulators as
LTspice. It is possible to implement the samemodel as a pure network description as demon-
strated in [154] (pp. 402-406) [155]. The network models automatically consider Kirchhoff’s
flow conservation law at the interface nodes what is an essential benefit compared to
signal flow graphs. However, a combination of network models with signal flow components
appear most promising for modeling and simulation of microfluidic systems. The network
model interface ports allow an easy and intuitive connection of library elements because now
flow directions do not need to be considered. Additional, through the connected signal flow
interface layer it enables an efficiently signal propagation based on advanced mathematical
functions, which is necessary to model physical effects in hydrogels. Matlab offers a network
description toolbox called Simscape, which has been shortly introduced in Section 6.1.6.

Simscape models can be combined with Simulink model components what will be investi-
gated and discussed in the following sections.
6.2.1 Advantages and Limitations of Combined Simulink-Simscape Models

The microvalve model of Figure 6.1 has been extended by a stimulus signal port as shown
in the left of Figure 6.15. The stimulus port “ST” and the flow ports “press+” and “press-” are
necessary to link the valve element to other components of amicrofluidic systemas discussed
in Chapter 7. However, the microvalve model needs to be intensively tested regarding the
accuracy and numerical stability before it can be used in larger system models.

It turned out that Simulink models and combined Simulink-Simscape models have some
limitations, which are caused by the internal solver structure in Matlab. Simulink solvers are
developed for transient simulations of ODE. Difficulties arise if ODEs are combined with AE
in the samemodel. Algebraic equations describe constraints between physical signals, which
are necessary tomodel static effects in the signal propagation chain. Static effects are defined
by a gain block. The output signal follows the input signal simultaneously. There exist no time-
derivatives in the differential equations and the response time and consequently the required
time-step size of the solver tends to zero. Solving system models with DAE in Simulink is
difficult in practice. Algebraic equations are referred “Algebraic loops” in the literature [156],
[157].
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Chapter 6 Lumped Modeling
In the valve model of Figure 6.15, two major algebraic loops occur:
◦ A direct feed-through in Simulink, which solves static equations. An example is the
green loop in Figure 6.15where the equilibrium length of the hydrogel is calculated from
an algebraic equation, which connects the output of the “equilibrium swelling” block di-
rectly with the input of the previously defined “hysteresis detection” block. The problem
has been solved with the memory blocks, which create a non-direct feedthrough.

◦ A direct feed-through in Simulink with Simscape library elements. The red loop
shows an examplewhere the Simulinkmultiplier is connected at the output to a physical
line in Simscape (“Simulink-PS Converter”) and the input is taken from a “PS-Simulink
Converter”. The problem has been solved with the unit delay block, which creates a
non-direct feed-through in Simulink.

All algebraic loops in the valve model have been eliminated by memory blocks or unit de-
lay blocks to allow for stable simulation conditions. However, it turned out that combined
Simulink-Simscape simulations have common problems if Simscape results are transferred
to Simulink back and forth. The main reasons are different solver architectures and param-
eters such as implicit or explicit algorithms, the use of different multi-step methods for the
time integration and the time-step size, which is adapted to the equations and the simulated
response. The Matlab tool uses internal equilibrium iterations between solvers for the data
exchange. In general, it works well if results go in one direction, either from Simulink to Sim-
scape or vise versa.

Likewise, a bidirectional simulator coupling between Simulink and Simscape with intense
data exchange works for most model settings in simulations with smooth waveforms. Nu-
merical difficulties appeared at sudden signal changes of pulse functions or during changing
model conditions, which require a very small time-step size.

To avoid numerical problems in future simulation runs, the signal flow graphs in Simulink
have been entirely replaced by physical signal blocks in Simscape. Physical signal blocks are
unidirectional library elements in Simscape, whichwork in the sameway as Simulink library el-
ements. Unfortunately, the Simscapemodel library is not as extensive and powerful as known
from Simulink. However, all function blocks, which are necessary formicrofluidic applications
exist or have been adapted by user scripts in this work.

The microfluidic toolbox presented in Chapter 7 uses only Simscape library elements for
internal calculations. However, the powerful and highly advance Simulink features are still
exploited for signal generation at the inputs and signal evaluation at the outputs because
there is no bidirectional signal exchange between Simulink and Simscape.

In the network domain, several limitations exist as well. Here forbidden electrical circuits
will cause convergence issues as well and lead to ill-defined circuits or system equations. In
Figure 6.16 a) are two current sources in series, which will cause the weaker source to fail. In
b) two voltage sources are in parallel with the assumption that U1 ≠ U2 will as well cause the
weaker source to break. In c) a current source is placed in an open circuit condition, which
causes run time errors. In terms of a microfluidic valve, the latter case happens if a syringe
pump with a constant volume flow rate is connected to an ideal valve model in the swollen
state. The pressure increases to infinity. The real valve creates a leakage flow due to the
compressed length and leads to stable simulation results.
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a) b) c)

Figure 6.16: Forbidden network models for electronic circuits.

6.2.2 Requirements for Microfluidic Circuits

The main limitation of Matlab Simulink is that a bidirectional data exchange from and to Sim-
scape library elements is numerically unstable.

Therefore, the Simulinkmodel components of the CVPTmicrovalve need to be transferred
entirely to the Simscape environment except model components, which are solely used for
input signal settings or for signal evaluations at the output. Both, Simulink and Simscape sup-
port multi-domain simulations whereby the model components are differently color coded
for better identification. In this work, the following domains are involved for modeling and
simulations of microfluidic systems:

◦ Signal flow domain: The elements and connections are visualized in black and are uni-
directional signals without any unit. Simulink model components are used for fluidic
and stimulus source definitions. Furthermore, Simulink model components are imple-
mented for results evaluation and visualization at the outputs.

◦ Network domain The network domain elements are visualized in blue, which is the
default color for electrical networks with bidirectional signals. The fluid domain quantity
pressure is mapped to the across quantity “voltage” and the volume flow rate to the
quantity “current”.

◦ Physical domain The physical domain elements in Simscape are visualized in brown
and are unidirectional physical signals with a specific unit. Signals can be extracted from
the network domain by voltage and current sensors and can be applied to the network
domain by controlled voltage and current sources.

Simscape library elements track physical domain signals based on their units. Converter
blocks or other library elements only work properly if the units at the input, within the equa-
tions and at the output are consistent.

For chemofluidic logic circuits, the fluid domain is coupled to a transport domain of a
stimulus. The fluid domain describes the pressure to volume-flow relationship of the solvent
and the transport domain describes the concentration level and the concentration flow rate
in the channel. Both domains are mapped to a voltage-current relationship in the network
representation of Simscape.

Figure 6.17 shows a fluidic channel model with flow and transport domain features. The
model will be discussed in Section 7.1.2. As known from network models, the channel ele-
ment has interface ports at the left and at the right side. Since networks operate bidirectional,
either one can be inlet or outlet. It depends on the applied pressure value. Furthermore, the
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left and right ports are separated into the flow domain port “FL” and into the transport do-
main port “TR” for the stimulus signal.

It can be seen in Figure 6.17 that the fluidic resistance of the channel element is controlled
by a function block “C”, which depends on dimensional parameters of the channel and fluid
properties of the solvent. The pressure drop across the channel is measured by a voltage sen-
sor and transferred to the transport domain. Inside of the “two side delay” block are several
subsystems, which describe the stimulus transport in the channel. The stimulus transport
depends on the concentration levels at the interfaces and the pressure difference across the
channel, which is transferred by the brown physical signal line from the flow domain to the
transport domain.

Figure 6.17 illustrates that network elements and physical signal lines are necessary to
describe elements of the micro-fluidic toolbox. Details are discussed in Chapter 7.

TR1
FL1

TR2
FL2

Channel 1

transport domain

fluid domain

2
FL1

4
FL2

1
TR1

stim+

Voltage
stim-

two side delay

3
TR2

Figure 6.17: Microfluidic modeling scheme with a two-port element consisting of a fluid andtransport domain layer.
Stimulus and flow sources as well as output features for signal evaluation or debugging

purposes aremodeled by Simulink library elements. Unidirectional coupling from Simulink to
Simscape works stable. The use of Simulink allows for a large variety of stimulation settings
and post-processing features at the output.

6.2.3 Graphical User Interfaces and Library Element Management

The library elements of themicrofluidic toolboxmust be user-friendly and accessibly by other
users. In practice, characteristic parameters of channel elements or the microvalves must be
adapted to new design layouts or to design modifications. For instance, the influence of di-
mensional tolerances, misalignments or changing solvent properties must be assigned prior
transient simulation runs.

Simulink and Simscape support the programming of an interactive blockmask window for
user defined library elements. The mask window is mainly used to list all standard or existing
design parameters of the library element, to display the associated units and to give a brief
comment on the physical or technical context.

For design modifications, users can either change the mask parameter values manually
or use Matlab commands in a batch mode to change parameters automatically. The batch
mode is important for design optimization and case studies where a large number of layout
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variants are analyzed and comparted with the target specification. Certain mask parameters
can be linked to a Matlab-script, which evaluates larger functions or launches other software
components to provide appropriate input data.

The source code and the underlying structure can be copied and executed on a new com-
puter. In Matlab, a library browser is able to manage all existing Simulink and Simscape tool-
box elements. Themask window includes also a help section, dependencies to other files and
function blocks as well as a customized layout of each component.

f(x) = 0

behav.TR

FL1 FL2

CVPT

Figure 6.18: Layout concept for the microfluidic toolbox. Each custom element has a mask,where the parameters are entered in SI units.
For larger systems, Matlab supports several strategies to reuse library elements of sev-

eral modifications in the same model. Multiple blocks (instances) can be referenced to the
same library element with different parameter settings. It reduces the time for code gener-
ation and accelerates the simulation runs. Another important feature is a “Variant System”
whereby different model configurations of the same library element can be activated prior
transient simulations. Customized model configurations can be, for example, the analytical
or the numerical description of the fluidic conductance of the valve.

6.3 Modeling Techniques for the Chemical Volume Phase-transition
Transistor (CVPT)

In this chapter, different simulation methods are highlighted to model the chemical vol-
ume phase-transition transistor. The first model in Section 6.3.1 is entirely based on
electronic components and is implemented in the network simulator LTspice. It is highly
abstracted and describes only themost important features of the valve. The secondmodel in
Section 6.3.2 is entirely implemented in Matlab Simulink. It will be shown that micro-fluidic
model elements based on signal flow graphs can be connected at the interface ports as
known from electronic circuits. However, it requires a lot ofmodeling effort for the wiring and
needs an “algebraic constraint” block for each interface node. The third model introduced in
Section 6.3.3 is entirely implemented inMatlab Simscape based on amixed physical-network
model description, which combines physical signal lines for the unidirectional data transfer
and network elements with bidirectional data transfer. The last model is most promising and
will be used in Chapter 7.
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6.3.1 Network Description of CVPT

The first hydrogel-based model is implemented in the electronic network simulator LTspice.
The model is published in [154] (pp. 402) and contains most essential components of the
valve. It is a very good example to illustrate modeling of multiple physical domains with basic
electronic network elements. It is fast and captures the general behavior of the valve. In [158]
the microvalve example was extended by sigmoidal functions to describe the volume phase
transition effect with a higher accuracy. The model is shown in Figure 6.19.

It consists of three physical domains, the thermal domain, which calculates the tempera-
ture change in the device, the polymer domain, which determines the length change of the
hydrogel and a fluidic domain, which computes the flow behavior through the microvalve.
The stimulus signal in the given example is the applied external temperature of the valve.
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Figure 6.19: LTspice network model of the hydrogel-based microvalve.
The left segment in Figure 6.19 describes the thermal domain, where the external temper-

ature change (for example of a heater) propagates into the device and in particular into the
hydrogel. The temperature change in the hydrogel provides the input signal for the next part
of the model where the swelling behavior of the polymer is analyzed. The thermal domain is
described by a first-order differential equation, which can be mapped to an RC-circuit in the
electrical domain. The external temperature defines the stimulus value UV 2 in Equation 6.17and corresponds to the voltage signals of source V1 or V2. The temperature change of the
hydrogel UTH is computed by the RC-circuit elements RG and CG. The temperature change
UTH is equal to the voltage signal across the capacitor and can be called from the LTspice
database by the V (TH) command whereby TH is a user defined label for the wire between
RG and CG:

RGCG · U̇TH + UTH = UV 2. (6.17)
The transient response is determined by the rise time τ = RG · CG and forms an expo-

nential function after a step signal as shown in Equation 6.18. The rise time τ defines the
time duration until the average temperature change in the valve chamber reaches 63% of
the applied stimulus:
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UTH(t = τ) = UV 2 ·
(︂
1− e−

t
τ

)︂
= 0.6321 · UV 2. (6.18)

The next segment in Figure 6.19 describes the polymer domain, where the equilibrium
length change of the hydrogel V (Lt) is computed from the average stimulus concentration
V (TH). The VCVS B1 is utilized to defined the sigmoidal function in Equation 6.19. The output
voltage of B1 corresponds to the functions value UHG in Equation 6.19 and the control voltage
is UTH or V (TH) in LTspice notation:

UHG =
Umax − U0

1 + e−k·(UTH−ULCST )
+ U0. (6.19)

The transient swelling behavior of the hydrogel is represented by the kinematic length
change. The swelling response is likewise described by a first-order differential equation and
analyzed by an RC-circuit. As discussed earlier, the rise time is different for the swelling and
the shrinking process. The voltage-controlled voltage source B4 is driven by the first time
derivative of the stimulus (command: ddt(V (TH))), which is the slope of the temperature-time
function. If the slope is positive for increasing temperatures, the voltage source B4 opens the
switch S1. Both resistors are in a series connection and must be added together according to
Equation 6.20. Increasing temperatures are related to a shrinking process with a larger rise
time. For decreasing temperatures, the switch is closed and creates a short circuit across the
resistor R1 whereby R1 is deactivated:

τ =

⎧⎨⎩(RP +R1) · CP
dT
dt ≥ 0

RP · CP
dT
dt < 0

. (6.20)
The kinematic length lkin corresponds to the voltage signalUL at thewiremarkedwith “L_t”.

The right part of Figure 6.19 describes the flow domain of the microvalve. In this model, the
Hagen-Poiseuille equation of rectangular cross-sections is used to define the fluidic conduc-
tance. In Equation 6.21, the conductance is multiplied by the pressure difference ∆p across
the microvalve, which defines the volume flow rate V̇ as a current i:

i =
k0 · (h− UL)

3 · 5w
12 · η · lch

·∆p. (6.21)
The pressure difference across the valve is defined by the voltage source V3 and the vol-

umeflow rate is assigned by the voltage-controlled current source B2 according to integrators.
It can be seen in Figure 6.19 that a series resistor B2 has been added to the flow domain. Re-
sistor B2 represents the remaining fluidic resistances from the inlet to the outlet of the valve
model. Likewise, a series resistor has been assigned in Section 6.1 as shown in Figure 6.13
to improve the accuracy.

In LTspice, the microvalve behavior has been replicated and it is shown that the tool is
suitable to describe microfluidic components and systems. However, it is possible but it can
be difficult to model complicated effects with electrical network elements. Physical interac-
tions are implemented by controlled voltage and current sources, which measure physical
quantities in the network and calculate the output signal by mathematical equations.

From the numerical point of view, the controlled voltage and current sources act similar to
110



Chapter 6 Lumped Modeling
signal flowgraphs or physical signals lines in Simulink or Simscape. In LTspice, the interactions
are assigned by equations to the network elements, Simulink and Simscape use a graphical
representation to model interactions and physical effects.

After the simulation, the data needs to be transferred to another program for plotting
and data fitting. If additional simulation features such as graphical user interfaces (see
Figure 4.8) or layout synthesis (see Section 7.4) are required, a flexible simulator en-
vironment is necessary. Here Matlab can fulfill all these tasks and therefore it is also
recommended to directly build and develop the models within Matlab. Nevertheless, it could
be demonstrated in this chapter, that the development of microfluidic circuit models is
possible in LTspice.

6.3.2 Signal Flow Description of CVPT

In this chapter, the previously discussed LTspice model, is transferred to a signal flow de-
scription in Matlab Simulink with the goal to investigate the performance, advantages and
limitations.

There will be two major differences between both models. First, the signal flow graph is
unidirectional and second, the pressure-flow relationship of the network must be divided
into separated pressure and volume flow signal lines. If network models are transferred to a
signal flow graph, onemust decide whether pressure or the volume flow rate will be the input.
If pressure is selected as input, volume flow sources (syringe pumps) can only be defined by
a controlled feedback loop. The controlled loop requires an “add” block and an “algebraic
constrained” as shown in Figure 6.21.

The Simulink model in Figure 6.20 visualizes all essential components of the microvalve.
Similar to electronic library elements, the first port of the valve becomes the index “i” and the
second port the index j. The pressure difference across the valve is assigned at the voltage
ports “pressure i” and “pressure j” and the volume flow rate is calculated at the current ports
“flow i” and “flow j”. Depending on the applied pressure signals, the flow response can go in
both directions. Positive signs indicate a flow into the fluidic element and a negative sign that
the flow comes out of the channel.

flow i

flow j

conductivity

hydrogel time behavior
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pressure j

L_max
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1
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Interpreted

MATLAB Fcn

swelling amplitude

Interpreted
MATLAB Fcn

hagen  poiseuille

2
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Figure 6.20: In Matlab Simulink, themicrovalve behavior is now transformed to a block signalmodel, where the transient behavior is simulated though the integrator block and the fluidbehavior is implemented though a node-voltage analysis.
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The RC-circuit element, which calculates the kinematic swelling length lkin in the LTspice

model is replaced by a control loop as shown in the center of Figure 6.20. The theoretical
backgroundwas introduced in Section 6.1.3 and operates here in the sameway. The hydrogel
swelling with the related sigmoidal function is implemented in the “swelling amplitude” block
and the fluidic conductivity is defined in the “hagen poiseuille” block.

The biggest challenge in the Simulinkmodel is to find a proper description for the flow con-
servation rule at interface ports, which link several interface nodes together. In the network
representation the pressure-flow relationship is defined by:

(
G −G

−G G

)(
pi

pj

)
=

(
V̇ i

V̇ j

)
, (6.22)

where pi and pj are the pressure values and V̇ i and V̇ j are the volume flow rates at the
interface. The coefficient G in the conductance matrix is the fluidic conductivity according
to Hagen-Poiseuille. The matrix equation can be easily solved in the “node-voltage analysis”
block without having to form the inverse.

The problem appears if multiple fluid elements are connected to the same node. Kirch-
hoff’s law states that the sum of all flow components at a node must be equal to zero. This is
implemented through an “algebraic constraint” block, which increases or decreased its output
value until the sum of the inputs are zero. From the numerical point of view, the “algebraic
constraint” forms an algebraic equation, which is solved in each time step. The calculated
output value is the across quantity at the node, which fulfills Kirchhoff’s law. For electrical
systems, it would be the voltage at the node, in fluidic systems it is the pressure at the inter-
face node. The computed pressure value has to be applied at all pressure ports of the fluid
elements, which are attached to the node.

Kirchhoff’s law and especially the sign rule shall be explained on a simple example shown
in Figure 6.21. A volume flow rate of 10 l/min is applied at the inlet of a junction which con-
nects to a valve on the left and on the right. Port “j” of the left valve is referred “CVTP1_j” and
the port “i” of the right valve is referred “CVTP2_i”. Both ports are connected to the current
source at the same node “i”. The volume flow into both valves becomes 5 l/min.

algebraic constraintCVPT 1 v_j

CVPT 2 v_i

adder

flow source

Figure 6.21: Simulink concept implementing a fluidic node by a sum-function block, which isthen solved through an algebraic constraint to equate to zero by increasing the pressure ofthe adjacent system.
As known from electrical circuits, the volume flow is defined “positive” at the following

conditions:
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Chapter 6 Lumped Modeling
◦ External flow: The volume flow at inlet sources V̇ source goes into a system.
◦ Internal flow: The volume flow from a node V̇ elem goes into a library element.

Kirchhoff’s law states that the flow from all external sources minus the flow to library
elements must be zero:

∑
V̇ source −

∑
V̇ elem = 0. (6.23)

Kirchhoff’s law can be implemented for interface nodes with the help of an “add” block,
which calculates the total flowaccording Equation 6.23. All connections fromexternal volume
flow sources are added and all connections from internal library elements are subtracted at
the summation point. The subsequent “algebraic constraint” calculates the pressure signal,
for which Equation 6.23 is in equilibrium. The pressure signal must be connected to all pres-
sure input ports, which are attached to the node.

The general approach of connecting multiple fluidic library elements has been tested.
Figure 6.22 shows a series connection of two microvalves. The inlet pressure is 5Pa and the
outlet pressure is set to zero. The fluidic conductivity depends on the applied stimulus. The
calculated volume flow rate becomes 3.89 l/min. The left ports with the index “i” provide a
positive flow result and the right ports with index “j” a negative flow result. On the left, the
flow goes into the valve elements and on the right, the flow comes out of the valve elements.
Even larger systems can be modeled with the presented approach [47].

In summary, fluidic library elements can bemodeled by pure signal flow graphs. However,
the connection of interface ports is not intuitive. It requires numerous connecting wires and
Simulink library elements to satisfy Kirchhoff’s law. The biggest problem is that each inter-
face node creates an algebraic loop, which has to be solved by delay blocks to guarantee
stable numerical results. The implementation and investigation of a pure Simulink model is
not pursued further in the work.
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Figure 6.22: Pure signal flow model, which simulate the behavior of two microvalves in se-ries. Thereby the pressure and flow variable are determined through a algebraic constrainedfunction block.
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Chapter 6 Lumped Modeling
6.3.3 Mixed Signal Flow and Network Model for CVPT

A third model of the microvalve has been implemented and tested with Simscape library
elements. It consists of a network representation for the fluid flow and physical signal com-
ponents for multi-physical effects, such as the hydrogel swelling. The modeling process is
straightforward and the layout is easy to implement and understand. The model works nu-
merically stable and can be simulated in the transient domain with high efficiency. All library
elements, which are necessary for the micro-fluidic toolbox are adapted to themixed signal
flow and networkmodel approach. Themicro-fluidic toolbox elements are tested in several
examples. It will be the focus of Chapter 7.

One reason for switching to Simscape are the algebraic loops in Simulink. There are several
workarounds, which have been published in literature and have been investigated in thework.
However, it works stable for a special class of examples but leads to problems at sudden
signal changes of pulse and step functions. Another reason is that the signal routing at the
interface ports is cumbersome and slows down the simulation performance.

The mixed signal flow and network model in Simscape uses electronic library compo-
nents to model the fluid flow. This method is very powerful because the fluidic elements can
intuitively be connected at the interface ports to represent a larger fluidic system. Simscape
provides a large variety of library elements to model fluidic networks. The systemmodel can
either be assembled from library elements manually, by copy and paste, or in a batch mode,
byMatlab commands. The later one is like writing a netlist of themodel as known in electronic
design automation.

For the physical signal domain exist several library elements but it is not sufficient to rep-
resent all features, which are necessary for multi-physical interactions in complex systems.
However, custom equations or functions of a block can be implemented by ssc-script files. It
is a special Simscape language, which allows do define physical effects, to assign and modify
parameters and to create physical connections between elements. The implemented features
are processed by the compiler and create implicit differential algebraic equation (DAEs). The
ssc-script design language is similar to Verilog-A or VHDL-A code.

Contrary to the signal flow description within Matlab Simulink, creating multiple instances
of the same custom component does not requiremultiple instances of the ssc-description file.
Therefore, the transition of the implementedmicro-fluidic toolbox to a new computer system
is done by simply coping a library folder alongwith all the examples. It works automatically on
different systems, which is important for the reuse and distribution of the developed code.
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Micro-Fluidic Toolbox

content of chapter

7.1 Microfluidic Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.2 Microfluidic Matlab Toolbox . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
7.3 Modeling Chemofluidic Logic Circuits . . . . . . . . . . . . . . . . . . . . . . 133
7.4 Layout Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

In this chapter, themodeling and simulation of chemofluidic logic circuitswill be presented.
The ultimate goal is a microfluidic toolbox which can be used to assemble larger chemo- and
microfluidic systems from basic library elements. Similar approaches are widely used in elec-
tronic design automation where circuits are represented by parametric electronic compo-
nents, which are described by physical quantities at the interface ports. Each interface port
is defined by an across quantity, which is a voltage and a flow quantity, which is a current.

In the following, a similar approach will be utilized for micro-fluidic networks. Essential
elements like sources, channels, junctions and valves are needed to predict the functional
behavior of complex fluidic logic circuits. Microfluidic components comprise multiple phys-
ical domains what makes modeling and simulation complicated. It will be shown that the
microfluidic toolbox is vital for the rapid prototyping process. Advanced models can be cre-
ated in shortest time even by less trained users. The accuracy and efficiency can be adapted
to special needs by using analytical terms for the conceptual design, by adapting parame-
ters from finite element simulations for more detailed investigations or by replacing design
parameters from experimental results after manufacturing of real-world prototypes.

7.1 Microfluidic Components

In this section, essentialmicrofluidic componentswhich are used to simulate logical chemoflu-
idic circuits are introduced. Challenging in the simulation of logical chemofluidic circuits is that
all elements consist of a fluid domain with a pressure-flow relationship and a transport do-
main where a stimulus quantity with a certain concentration level propagates through the
system. Both physical domains are unidirectionally or bidirectionally coupled. In most cases,
the volume flow of the fluid domain affects solely the propagation of the stimulus concentra-
tion referred unidirectional coupling. This is common for channels and junctions. More com-
plicated are bidirectional interactions where the concentration level acts backwards onto the
fluid flow through a concentration triggered change of the fluidic resistance. This happens
for hydrogel-based microvalves, which are discussed in Section 7.1.4.

Microfluidic elements have not only fluid domain input and output quantities, such a pres-
sure and volume flow, but additionally transport domain properties. The fluid domain proper-
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Chapter 7 Micro-Fluidic Toolbox
ties are modeled by generalized Kirchhoff networks using analogy considerations. The prob-
lem arises from modeling the transport domain, which requires additional stimulus quanti-
ties that can be the concentration level of ions, the concentration of chemical substances or
simply the temperature of the fluid at the inputs or within the system. A general view on both
models is shown in Figure 7.1.

TR1
TR2

FL1 FL2

electrical domain fluid domain

Figure 7.1: A basic electronic domain element compared to a microfluidic channel with fluid(FL) and transport (TR) domain quantities. The fluid and transport domains are here unidirec-tionally coupled.
Microfluidic circuits can be efficiently modeled inMatlab Simulink and inMatlab Simscape.

Simulink provides features for a signal-flow representation and Simscape for a generalized
Kirchhoff network with across (voltage) and flow quantities (current). Both types ofmodel rep-
resentations can be combined in order to take advantage from both fundamental simulation
methods.

The fluid domain is efficientlymodeled by Kirchhoff networks inMatlab Simscape because
the pressure-flow relationship can directly be mapped to a voltage-current relationship. The
fluidic resistance of micro-channels corresponds to the electrical resistance of a wire or a
resistor. Junctions of channels or resistor networks appear automatically by linking inter-
face nodes of channels together as known from electronic circuit design. Active components
like valves are similar to transistors and can be represented by controlled voltage or cur-
rent sources such as, voltage-controlled voltage sources (VCVS), voltage-controlled current
sources (VCCS), CCVS or CCCS. Appropriate data for the controlled source can be defined by
fit functions (curve fitting) or lookup tables. Beside to Matlab Simscape, further commercial
simulation tools are LTspice, Cadence or Mentor Graphics.

However, several model features are easier accessible by signal-flow graphs in Simulink.
Signals can be processed by a large variety ofmathematical operations such asmultiplication,
summation, integration, differentiation or using arbitrary user defined functions with single
or multiple inputs. Of course, electronic design languages as Verilog-A or VHDL-A provide
likewise mathematical functions for signal evaluation and processing. Themain advantage of
Matlab Simulink is the huge variety of toolboxes and library elements for customized models
and their solver efficiencies.

The fluidic toolbox is based on the following declarations:
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◦ Fluid domain: The across quantity is a pressure level and flow quantity is a volume
flow rate.
◦ Transport domain: The across quantity defines the concentration level imple-
mented as a voltage signal and the flow quantity defines the ion-flow rate implemented
as a current signal. The concentration level can alternatively be implemented by a
directional signal flow using Simulink blocks or by directional physical signal lines in
Simscape.

In practice, the stimulus transport can go in forward and backward directions, which is dif-
ficult to realize in simulation tools. The problem is obvious for models with directional signal
lines in Simulink and Simscape, which must be switched to a second path to model the back-
ward flow. The same difficulties can also appear in generalized Kirchhoff networks, which are
inherently bidirectional. For instance, delay lines shown in Section 7.1.2 are typically mod-
eled by active low-pass filters. This type of electronic circuit works only in one direction, not
just in the computer model but also in practice. Engineering applications have a fixed input-
output relationship. Inmicrofluidic applications, delay lines and other componentsmustwork
in both directions, which will be shown in the next chapters. In contrast to the fluid domain,
the transport domain requires switches to capture the true physical behavior in forward and
backward directions of the stimulus.
7.1.1 Fluid Sources and Stimuli Sources

For each microfluidic network, sources need to be defined for flow and stimulus functions in
order to evaluate the functional behavior of fluidic components and their interactions in the
global device or system environment. Sources represent signals of different physical domains
but are mapped by analogy relationships to voltage and current sources in Simscape. For the
fluid domain, voltage sources (across quantity) are pressure pumps, and current sources
(flow quantity) are fluidic syringe pumps, which deliver a user defined volume flow rate. For
the transport domain, voltage sources are utilized to apply the stimulus signal for the con-
centration level at the inlet as a boundary condition. Current sources for ion-concentrations
are seldom used in practice.

It should be noticed that all across quantities are related to a ground potential. At least
one ground potential must be defined for the fluid domain to avoid numerical issues. For
instance, if a fluidic system is driven by syringe pumps at all inlets, at least one node must be
set to ground. It is usually the output of the experimental test bench, which is set to ambient
pressure and represents the drain outlet.

Typical sources for engineering applications are DC-sources for time independent values,
AC-sources for sinusoidal quantities and transient sources such as step, pulse and ramp sig-
nals. Arbitrary other user defined functions are possible. Signals can be superimposed for
simulation runs.

In Figure 7.2, three typical signal types for characterizing a fluidic component are shown
on the left. The first function is a sinusoidal function, which depletes with an exponential
function around the LCST. The next source is a pulse signal block, which also can be utilized
to generate a step function or to approximate a Dirac delta function. The last signal type is
the ramp signal, which is used to mimic a constant decrease and increase of a signal (triangle
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wave). In the last case, a negative slope is defined to decreasing a stimulus for the first half of
the simulation time and then, through the zero crossing and the absolute block, to increase
the signal for the second part of the simulation period.
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Figure 7.2: The applied source functions are described in the Simulink domain and the resultsare transferred to Simscape as input for the controlled sources. The syringe pump ismodeledas a current source and the pressure pump is modeled as a voltage source.

7.1.2 Fluidic Resistor with Bidirectional Stimulus Transport

The first element of the microfluidic toolbox is a Channel element. It replicates the fluid flow
and the stimulus transport in a micro-channel. The channel element has bidirectional inter-
faces on each side, which are either input or output depending on the direction of the fluid
flow. The flow domain is defined by the interface ports FL1 and FL2 whereby their across and
flow quantities provide access to the pressure-flow relationship. The flow domain is entirely
describedby the fluidic resistance. Inmicrofluidicswith liquidmedia, the inertial and compres-
sive properties of the fluid can be ignored, which means, that the flow follows instantaneous
the pressure changes and behaves like a static system.

The transport domain is defined by the interface ports TR1 and TR2, which are likewise
bidirectional. Thereby the direction of the port is determined by the sign of the fluidic volume
flow. This direction change is automatically recognized and adapts the internal configuration
by switches, which can occur multiple times during transient simulations. The system inlets
and outlets of the user model must be treated differently. All system inlets must be linked
to a stimulus source of the type voltage to provide a user defined concentration level for the
ingoing flow. The system outlets must be set to ground to drain the system.

A vital feature of the transport domain is to account for the delay time of the concentra-
tion flow. The average delay time depends on the average volume flow velocity, the diffusion
coefficient and the channel volume. In the model, the average volume flow velocity is calcu-
lated from the fluidic resistance and the pressure difference. Caused by the viscosity of the
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medium and adhesion effects at walls, the fluid velocity within channels is not uniform. For
channels with circular cross-sections, the maximum velocity at the center is twice as large as
the average velocity. Similar values can be found in literature for rectangular cross-sections
[159] (pp. 359). On the other hand, the fluid velocity of layers, which are close to the channel
walls tends to zero. Consequently, the stimulus does not simply propagate through the chan-
nel with the average speed of the fluid flow. In practice, first changes of the concentration can
be observed earlier at the outlet, theoretically at about 50% of the expected delay time, as
calculated from the average flow velocities. Short pulse or half sinusoidal stimulus functions
flatten out as they propagate through the channel what leads to mixing effects. Even with
finite element tools, it has been shown that it is still very difficult to accurately predict the
microfluidic flow and the true mixing behavior [6].

The implemented approach to model the transport behavior takes the above consider-
ations into account. First, the transport delay based on the average propagation speed ap-
proximates the stimulus motion through the channel and second, short pulses flatten out
over time but guarantee the conservation of the total stimulus concentration level. The imple-
mentedmodel is based on a series of active low-pass filters as proposed in [160]. Furthermore,
the model is extended by signal line switches to account for different flow directions.

Conservation of the total stimulus concentration level means that the integral of the stim-
ulus calculated over time must be identical at the inlet and at the outlet if media propagate
through the channel. Consequently, the area below of the concentration over time functions
must be identical even for curves, which flatten out. The library element of the channel and
input parameters of the mask are shown in Figure 7.3.

TR1
FL1

TR2
FL2

Channel 1

Figure 7.3: The layout of the library element channel and related model input parameters.
In Table 7.1 the design parameters of the channel element are listed exemplarily. It starts

with dimensional parameters, which are the channel length lch, thewidthw and the height hof
the channel. It is followed by fluid properties such as the dynamic viscosity η and the diffusion
coefficient Ddiff . At the end of the mask are parameters to adapt model specific properties.
It is the geometry factor k, the delay scaling factor dsf , the closed resistance Rcl and open
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conductance Gop of the switches used in Simscape. The default value of the geometry factor
k is defined through Equation 6.12 but can bemodified to user defined numbers. The default
delay scaling factor dsf is set to 5, which is often measured for ethanol triggered PNIPAAm.
Changing the closed resistance Rcl and open conductance Gop values might be necessary to
improve the solver performance.
Table 7.1: List of parameters used to determine the fluidic resistance and stimulus delay.

parameter Symbol Value Unit
geometry parametersmean channel length lch 1 · 10−3 mchannel width w 500 · 10−6 mchannel height h 500 · 10−6 m
fluid propertiesdynamic viscosity η 1 · 10−3 Pa sgeometry factor k 0.4218 -ethanol-water diffusion coefficient D0 0.871 · 10−9 m2/stime delay scaling factor dsf 5 -
model propertiesclosed resistance Rcl 1 · 10−12 Ωopen conductance Gop 1 · 10−12 S

In general, themicrofluidic resistance of channels can only be described exactly by analyti-
cal terms for circular and elliptical cross-sections. Any other shape, such as rectangular cross-
sections, which are considered in the following, is approximated from the Hagen-Poiseuille
equation. Thereby the Hagen-Poiseuille equation requires a numerical solution of the Pois-
son’s equation to calculate the local fluid velocity within the channel and those results have
to be integrated across the rectangular channel to calculate the average flow velocity needed
for the fluidic resistance [161]. Poisson’s equation can be solved for arbitrary cross-sections
by a 2D heat flow analogy with FEM-tools and integrating results is supported by FEM post-
processing commands. The numerical approximation leads to a geometry factor k, which de-
pends on the ratio of channel width to height. For rectangular channels, results correspond
exactly to Equation 6.12. Consequently, the fluidic resistance is defined by:

R =
∆p

V̇
=

12 · η · lch
k · h3 · w

. (7.1)
Equation 7.1 is implemented in the constant source block “C” shown in Figure 7.4. The

output of the source block is connected to the variable resistance element and transfers the
user defined fluidic resistance to the channel representation. The pressure drop across the
resistance is routed to the transport domain and provides information about the flow direc-
tion and the average volume flow rate. For channel elements, it is a unidirectional domain
coupling of the information between the flow and the transport domain but the flow and
transport between ports are bidirectional.

120



Chapter 7 Micro-Fluidic Toolbox
transport domain

fluid domain

2
FL1

4
FL2

1
TR1

stim+

Voltage
stim-

two side delay

3
TR2

Figure 7.4: Model of the flow domain, which is unidirectionally coupled with the transportdomain.

As a next step, the transport behavior is introduced. The transport delay is based on a
series of active low-pass filters as shown in Figure 7.1. Each low-pass filter element consist of
an RC-circuit and a voltage buffer realized by an operational amplifier. In total, ten chain ele-
ments are implemented in each channel wherebymultiple channels can be linked together to
mimic different cross-sections or larger delay lines. Each low-pass filter element is described
by a first-order partial differential equation:

τ · Ċ(t) + C(t) = C0(t), (7.2)
where C0(t) is the concentration level at the input, C(t) the calculated concentration at the
output and τ the delay time between each element. τ is the product of the resistance and the
capacitance.

Using a series of active low-pass filters for the transport equation to resolve the spatial
distribution of the stimulus was introduced in [160]. Hereby, the fluid channel is discretized
in a finite number of volumes and each volume is represented by an RC-circuit. As indicated
in Figure 7.1 the RC-circuit of subsequent chain elements are charged by voltage-controlled
voltage sources (VCVS). It takes the current voltage potential from the previous capacitor and
applies it to the next RC-circuit whereby each chain element is galvanically isolated. It is very
important that no current flow goes to the next chain element as shown in Figures 7.8.

In contrast to previous work, the implemented channel element allows for a bidirectional
stimulus transport. Furthermore, themodel parameters are calculated automatically and the
channel element can be taken from a library and transferred to user models by copy and
paste.

Bidirectional fluid flow is realized by voltage-controlled switches, which change the signal
path in forward and backward directions. In the Simscape model, the switches are driven
by voltage signals what is the reason that the pressure drop across the element is evalu-
ated to determine the flow direction and not the volume flow. If the voltage drop across the
resistance is positive, then the fluid and the stimulus travel from left to right. The switches
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recognize a true state andmove to the upper position. If false, the switches are down and the
stimulus transport goes from right to left during transient simulation runs. It is very important
that the forward and backward paths take the same capacitances to pick up the voltage level.
Separated capacitances would create jumps in the voltage signal after the chain switches the
direction.

In Figure 7.5, a model with two chain elements is presented exemplarily. Switches are nor-
mally OFF (false) as shown in the figure. A positive pressure drop across the channel activates
all switches to the ON position (flip upwards) and the stimulus transport is routed from left to
right. All voltage-controlled voltage sources have a gain factor of AV = 1 and the delay time
is specified by the parameter τ , which is assigned to the RC-circuit elements. The very first
capacitor of each direction path does not contribute to the delay line. It acts as a decoupling
element as known from electronic circuits and stores the input voltages, which are needed
after the chain switches directions.
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Figure 7.5: Reduced model of the transport domain with two active low-pass filter elements.
The delay time of active low-pass filters is primarily related to the rise time τ of the RC-

circuits. The parameter τ represents the time needed to charge a capacitor to about 63%.
Depending on the expected accuracy, the settling time can be defined 3τ where 95% charging
is reached or 5τ with 99.3%. Charging is always related to an ideal voltage jump at the input.
In the following, the delay scale factor dsf will be set to 5 and nc is the number of elements in
the chain. The delay scale factor can be changed in the model mask as shown in Figure 7.3:

τe =
tD

dsf · nC
. (7.3)

As a next step, the time delay tD needs to be determined for two different scenarios. In a
first case, the transport delay ttrans is based on the average volume flow velocity. This case
happens if the average flow velocity is larger as the diffusion velocity. Here the transport delay
is calculated from the total volume of the channel V divided by the current average volume
flow rate V̇ as shown in the following equation:

ttrans =
V

V̇
=

lch · h · w
V̇

. (7.4)
In a second case, the transport delay tdiff is based on the diffusive behavior, where the

diffusion coefficient Ddiff (unit [m2

s

]) describes the concentration flow within the volume at
applied stimulus gradients. The transport delay depends quadratic from the channel length
lch [152] (pp. 92):
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tDiff =
lch

2

Ddiff
. (7.5)

In the Simscape model, a custom library block is used to calculate the time delay. An if-
condition switches between flow-based and diffusion-based stimulus transport. The trans-
port delay of Equation 7.4 is set true if ttrans < tdiff , which happens for the following condi-tion:

V̇ >
w · h ·Ddiff

lch
. (7.6)

Equations 7.4 to 7.6 are implemented in the Matlab-script and can be summarized as:

tD =

⎧⎨⎩
lch·h·w

abs(V̇ )+n0
abs(︂V̇ )︂ >

w·h·Ddiff

lch

lch
2

Ddiff
else . (7.7)

It should be noticed that a small zero threshold tolerance n0 is added in the first part of
Equation 7.7. It is necessary because Simscape solves all system model equations in each
time step independent whether they are used or not. If-conditions are evaluated after cal-
culating the block data, which leads to singularities for zero volume flows during transient
simulation runs. Figure 7.6 shows schematically how a concentration profile within the chan-
nel shifts to the right.

Figure 7.6: Scheme of a rectangular microfluidic channel, which is discretized into 10 volumeelements. Each volume element holds a certain concentration value, which is passed to theneighboring volume element. The diagram shows an idealized shift of the concentration dis-tribution along the channel at time t0 (blue) and at time t1 (red).
The previous example illustrates an idealized delay line. In Figure 7.7 the active low-pass

filter is modeled with ten volume elements and a total delay of 300 seconds. The left blue
curve shows the stimulus function at the inlet and the right orange curve shows the stimu-
lus response at the outlet. Additional curves in between visualize the stimulus functions at
internal nodes. It can be seen how the stimulus wave propagates through the channel and
that the spacing between curves is equidistant. Sharp slope changes at pulse functions get
smooth as expected. The half sine wave on the right illustrates that short stimulus functions
decrease their peak amplitudes. Concentration changes at the outlet can be observer earlier
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as specified by the delay time. Furthermore, the overall concentration stimulus widens along
each volume element. The time integral of each stimulus function is identical and validates
the conservation of the ion-concentrations in the model.
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Figure 7.7: Stimulus response of the transportmodel for a constant time delay of 300 seconds.a) shows the stimulus response curves for a pulse function and b) for a half sine wave.
In the previous example, each volume element is galvanically isolated through a voltage-

controlled voltage source. For comparison, the model is analyzed with the same parameters
but the RC-circuit elements are directly connected to the next one. The RC-based transmission
line is also called n-th order passive low-pass filter and is extensively described in [162] (pp.
30-39). However, the model does not provide the targeted shift of stimulus curves as shown
in Figure 7.8.
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Figure 7.8: Stimulus response of the RC-based transmission line without galvanic isolationfor a) a pulse response and b) a half-wave response.
In a third example, a standard library element of Simulink and Simscape, the transport

delay block, is implemented in the channel element of the micro-fluidic toolbox. A series of
transport delay blocks move the stimulus function defined at the inlet with a perfectly identi-
cal delay from one volume element to the next one. Results are shown in Figure 7.9.
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Figure 7.9: Stimulus response of the channel element based on the transport delay libraryelement of Matlab for a) a pulse response and b) a half-wave response.

Both, Simulink and Simscape provide only unidirectional signal-block elements to model
the transport delay. If the direction of a signal changes, there is no access to the internally
saved data. Even with two signal lines, each facing in opposite directions, jumps in the result-
ing signal occur since internal signal values are not accessible by users. Another disadvantage
is that the mixing behavior of the previously discussed examples can hardly be implemented.
The build-in library element is interesting for a special class of micro-fluidic applications but
restricts a lot of interesting features, which are possible with active low-pass filters used in
the following applications.

7.1.3 Junctions

The next element of themicrofluidic toolbox is a Junction element. Inmicrofluidics, junctions
are used to merge or to distribute the fluid flow and the stimulus signal from or to different
channel elements. A junction with three ports is implemented in the toolbox and if more are
needed, then the junction can be cascaded. The primary goal of the junction is to determine
the fluid flow and stimulus level, which is transferred to the outlet port(s). In the following
example, a T-junction is considered where two inlets with V̇ 1 and V̇ 2, and one outlet V̇ 3 exist.The flow rate V̇ 3 of the outlet is determined by Kirchhoff’s law with:

V̇ 3 = V̇ 1 + V̇ 2. (7.8)
Kirchhoff’s law is automatically implemented for the fluid domain by using the classical

network theory. No custom elements are required. In contrast, the resulting stimulus at the
outlet C3 is not only depending on the applied stimuli C1 and C2, but also on the correspond-ing volume flow velocities V̇ 1 and V̇ 2 with:

C3 =
C1 · V̇ 1 + C2 · V̇ 2

V̇ 1 + V̇ 2

. (7.9)
Equation 7.8 and 7.9 describe only one special case. For the transport domain of

T-junctions, there are six different configurations possible, which have to be implemented
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and configured separately. These are logical combinations of one input and two outputs
and vice versa, two inputs and one output. Additionally, zero value input flows on all ports
need to be considered to avoid numerical singularities. In contrast to the fluid domain, the
transport domain needs a special treatment of all cases since only input flows contribute to
the stimulus transport at the outlet(s). All these configurations require an algebraic equa-
tion with if-conditions to calculate the stimulus for the output port(s). These if-conditions
distinguishes if a port is an inlet or an outlet port. Consequently, junctions which allow a
changing input-output functionality during operation require conditional equations and
voltage-controlled switches in the Simscape model representation.

An example model for a typical junction is shown in Figure 7.10. Here, each port is accom-
panied with a channel element and an applied pressure source. The fluidic resistance of all
channels is Rfl = 3.2 · 1010 Pa s/m3. Port 1 forms the outlet. The ground is connected to port 1
to drain the microfluidic system. Port 2 is an inlet with a pressure level of 7.5Pa and a concen-
tration level of 20%. Port 3 is also an inlet with a pressure level of 10Pa and a concentration
level of 10%. From the electrical point of view, the T-junction forms a star connection of resis-
tors with a pressure value at the center of 5.8Pa. Figure 7.10 shows the model layout as well
as the result data such as volume flow rates (in [

m3/s
]) and the stimulus levels (in [%]) at all

ports.
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Figure 7.10: Example model of a junction element with two input and one output port. Pres-sure loads and stimulus sources are applied at the inputs and the concentration and volumeflow rate is observed at the output.
In the following, Kirchhoff’s law will be applied to model the transport domain. Three con-

trolled current sources are utilized to calculate the concentration level, which contributes
from each port. The currents are non-zero for input ports with positive volume flow rates.
Currents of output ports are set to zero by if-conditions realized by switches in the Simscape
model. All currents are superimposed at a reference node in the network representation.
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The total current is identical to the concentration level at the outlet(s). In order to provide
a voltage signal at the outlets, the total current goes through a unit resistor in Figure 7.11.
The voltage drop across the unit resistor is finally transferred to all output ports by voltage-
controlled voltage sources. The following equations show the mathematical terms used for
the voltage-controlled current sources:

i1 =
C1 · V̇ 1 · (V̇ 1 ≥ 0) · (C1 ≥ 0)

V̇ 1 · (V̇ 1 ≥ 0) + V̇ 2 · (V̇ 2 ≥ 0) + V̇ 3 · (V̇ 3 ≥ 0) + (V̇ 1 ≤ 0)(V̇ 2 ≤ 0)(V̇ 3 ≤ 0)
, (7.10)

i2 =
C2 · V̇ 2 · (V̇ 2 ≥ 0) · (C2 ≥ 0)

V̇ 1 · (V̇ 1 ≥ 0) + V̇ 2 · (V̇ 2 ≥ 0) + V̇ 3 · (V̇ 3 ≥ 0) + (V̇ 1 ≤ 0)(V̇ 2 ≤ 0)(V̇ 3 ≤ 0)
, (7.11)

i3 =
C3 · V̇ 3 · (V̇ 3 ≥ 0) · (C3 ≥ 0)

V̇ 1 · (V̇ 1 ≥ 0) + V̇ 2 · (V̇ 2 ≥ 0) + V̇ 3 · (V̇ 3 ≥ 0) + (V̇ 1 ≤ 0)(V̇ 2 ≤ 0)(V̇ 3 ≤ 0)
, (7.12)

ic = i1 + i2 + i3. (7.13)
Equation 7.10 to 7.13 are implemented in a custom function block shown in the center of

Figure 7.12. To variable operate each input, additional if conditions are needed to disable or
enable a ports influence based on the volume flow, e.g. V̇ 1 ≥ 0 and the concentration level
C1 ≥ 0. For example, if true then a 1 value is created and if false then a 0 value is created,
essentially disabling the term.

The current outputs of that function block provide the stimulus signal for all three ports.
Exemplarily, the signal routing is shown for port 1 in Figure 7.11. If the volume flow rate
at port 1 is positive the switch is activated and flips down. Port 1 transfers the volume flow
rate and the stimulus signal at the brown wires to the custom function block. The output
of the custom function block (signal i1) is routed at the right brown wire to the controlled
current source and contributes to the total stimulus of all outlets. If port 1 becomes the out-
let, the volume flow rate is negative and the switch stays in the OFF position as shown in
Figure 7.11. The voltage-controlled voltage source transfers the total concentration level,
which is measured at the reference node to the across quantity of the port 1.

1
TR1

unit
resistor

reference
node

Figure 7.11: The figure shows the switching functionality of the transport domain model atport 1. The switch flips down (true position) if the port forms an inlet. Otherwise it stays in theupper position and forms an outlet port.
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The model of Figure 7.11 is expanded for all three ports as shown in Figure 7.12.

4
FL2

2
FL1

1
TR1

5
TR3

6
FL3

3
TR2

C1

C2

C3

V1

V2

V3

i1

i2

i3

TR1

FL1

TR2

FL2

TR3

FL3

Junction 1

Figure 7.12:Model of a junction element with three ports. Each port provides flow and trans-port domain interfaces.
The junction element can directly be connected to stimulus sources, to channel elements

or to chemical transistors, which are discussed in the next chapter. Junction elements have
no fluidic resistance. Hence, a pressure load at junctions without channel elements creates
infinite volume flow rates. Furthermore, the junction element assumes ideal mixing. For mi-
crofluidic applications, channel elements should always be attached to the ports of junction
elements to provide smoother stimulus response functions at the outlets and to account for
realistic mixing effects [6]. Junction elements do not require any user defined parameters.

7.1.4 Chemical Volume Phase-transition Transistor

The last element of the micro-fluidic toolbox, which is the most essential component in
chemofluidics is the hydrogel-based microvalve. The valve element behaves like a transistor
in electrical engineering and can be used to control the current flow between two ports
(source and drain) depending on a signal at a third port (gate). For chemofluidic applications,
the stimulus signal of the transport domain controls the fluidic resistance of the valve and
consequently the volume flow rate in the fluid domain. One can see a clear similarity to
transistors. If the fluid flow is reduced or even blocked, the stimulus transport is also affected
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what leads to bidirectional domain coupling in the library element. From the physical point of
view, the valve is a chemical volume phase-transition transistor (CVPT). The general behavior
has been explained earlier and essential model components were introduced in Chapter 6.

The valve element is shown in Figure 7.13. On the left is the custom library element and on
the right are user parameters to adaptmodel features. The ports “TR”, “FL1” and “FL2” describe
the transport and flow domain. In contrast to the proposed layout in Section 6.2.2, several
internal parameters of the valve are passed to a block-signal description with the output
“behav.” for results evaluation and debugging purposes.

behav.TR

FL1 FL2

CVPT

Figure 7.13: The layout of the library element valve and related model input parameters.
Table 7.2 lists user defined parameters, which are necessary to modify the behavior of

the microvalve. The parameters comprise properties of the hydrogel, the valve dimensions,
fluid properties and model settings.

Table 7.2: List of parameters used to determine the microvalve behavior.
parameter Symbol Value Unit

Hydrogel propertiescollapsed state l0 500 · 10−6 mlength change dl 100 · 10−6 mlower critical solution temperature STLCST 12 C, %upper curvature distance dSTu 4 C, %lower curvature distance dSTl 2 C, %reference volume diffusion coefficient D0 2 · 10−9 m2/sdiffusion factor Dfac 20 -collapsed Young’s modulus Emax 500 · 106 Paswollen Young’s modulus E0 50 · 106 Pa
microvalve propertiesmean flow length lch 4.8 · 10−3 mgap between hydrogel and wall lgap 80 · 10−6 m
fluid propertiesdynamic viscosity η 1 · 10−3 Pa s
model propertiesgeometry factor k 0.75 -
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The valve model corresponds to the model presented in Section 6.1, which has been in-

tensively discussed and investigated. However, it turned out that a signal transfer between
Simulink and Simscape should not go back and forth. In general, it works but slows down
the simulation runs and can cause convergence problems caused by algebraic loops. The
valve model of Chapter 6 has been reworked and signal-flow lines in Simulink are replaced
by physical signal lines in Simscape. The physical behavior of both modeling features can be
described in the same way but models and the syntax of equations are different.

The modified valve library element is shown in Figure 7.14. It will be used to demonstrate
the transistor like behavior in three examples, which follow in Section 7.3. Hysteresis effects
are neglectable for these applications and related model components are removed to im-
prove the performance in further simulation runs.

The Simscape model of the valve consists of four sections:
◦ Part 1 calculates the equilibrium length of the hydrogel depending on the stimulus con-
centration according to Equation 7.14 (block “lib_valve_static”). Furthermore, the block
“diff” calculates the slope of the stimulus signal, which is necessary to calculate the
time constant for the volume change of the hydrogel. The time constant is different
for swelling and shrinking as shown in Equation 7.16.

◦ Part 2 calculates the transient change of the hydrogel length. The kinematic length is
calculated from a first-order differential equation and is modeled by a low-pass filter.

◦ Part 3 calculates the stiffness change of the hydrogel depending on the kinematic length
(block“lib_valve_Emod”). Furthermore, the block “lib_valve_comp” calculates the elastic
compression and contact pressure of the hydrogel based on the pressure signal and
the calculated stiffness value.

◦ Part 4 calculates the fluidic resistance based on the hydrogel expansion (block
“lib_valve_resist”). The fluidic resistance at different swelling states is extracted from
FE-data, which are represented by a fit-function as shown in Section 6.1.5. The block
“lib_valve_gr” limits the travel range at closing gaps.
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Figure 7.14: The network based chemical volume phase-transition valve library element.
Some necessary changes of the valve model will now be explained on a few examples.

Simulink uses signal flow lines and user defined function blocks. In contrast, Simscape uses
physical signal lines for unidirectional signal transfer. The following example shows how to
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calculate the equilibrium length and the kinematic length of the hydrogel depending on the
stimulus concentration. In a first step, the stimulus value is detected by a voltage sensor,
which takes the across quantity from the network model and copies the information to the
physical signal line. The stimulus value provides the input signal for the following volume-
phase change equation defined in a custom function block:

leq(C) ==




dl

1 + 1

1+e
− 5

dCu
·
(

C
{1,′V ′}−CLCST

) + 0.5 · e
5

dCl
·
(

C
{1,′V ′}−CLCST

) + l0




·
{
1,′ V ′} . (7.14)

There are two differences in Simscape compared to Simulink functions. First, equations
are defined by two equal signs in a row (“==”) and second, units of all terms in the equations
must be consistent. In Equation 7.14, the stimulus parameter is provided with a voltage unit,
which needs to be canceled out since all other parameters of the equation are unitless. The
result must be a voltage again whereby the unit is added at the end of the above term.

Another example where the source codemust be changed are parts with time derivatives.
Simulink has a library element for derivatives, which does not exist in Simscape. Derivatives
in Kirchhoff networks can be calculated with a unit capacitor and controlled voltage and cur-
rent sources. The unit capacitor calculates the time derivative of a voltage signal and the cur-
rent through the capacitor is transferred to the output by a current-controlled voltage source.
Derivatives are more difficult to realize in a physical signal line model. Figure 7.15 illustrates
the concept, which is implemented in the “diff” block for the valve in this work. It requires an
“add” block, a “gain” block and an “integrator” block. It solves a first-order differential equa-
tion with a time constant, which is equal to the time-step size tstep. The output signal for thederivative is taken directly between the gain block and the multiplier block.

1
in

2
out

Figure 7.15: Physical block-signal model, which is used to calculate time derivatives in Sim-scape.
Figure 7.15 solves the following first-order differential equation:

∂C

∂t
=

Cn − Cn−1

tstep
, (7.15)

whereby τ is equal to the time step size tstep, Cn is the input signal and Cn−1 the signal valueof the previous time step. The “C-blocks” are necessary for unit conversions. Derivatives are
approximated from the signal change during the last time step. Smaller deviations of the
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result are not critical because the element is only used for detecting the forward and back-
ward directions in the custom element “lib_valve_dynamic.ssc”. The custom element finally
calculates the time constant τ of the system based on the following if-condition:

τ =

(︂
lkin

{1,′V ′}

)︂(2−3n)

· l3n0
D0

·

⎧⎨⎩b dST
dt > 0

1 dST
dt ≤ 0

. (7.16)
The time constant it transferred to the RC-circuit, which calculates the transient response

of the hydrogel swelling process. The equilibrium length is the input voltage of the RC-circuit
and the kinematic length is the voltage across the capacitor at the output. The capacitance
is set to one (unit capacitance) and the time constant τ is assigned to the resistor. In part
two of the model, the resistor is replaced by a controlled current source, which leads to the
same physical behavior but allows infinite resistance values. Part two shows how information
of physical signal lines can be transformed back to quantities of the network representation
using controlled current sources. The controlled current source is implemented by:

i =
U

R
=

∆Ui

τ
. (7.17)

In summary, due to the implementation of the new valve model in the network domain,
the algebraic loop issues do not exist, which improves significantly the performance of the
model. All four sections are redesigned from the numerical point of view. Simulink based sig-
nal flow lines are replacedby physical signal lines, which are recommended for implicit solvers
used in Simscape. On the other hand, the theoretical background and the implemented phys-
ical equations are identical to Section 6.1.

7.2 Microfluidic Matlab Toolbox

The examples in this chapter illustrate that the new micro-fluidic toolbox strongly shortens
the development cycle of microfluidic systems. It is a very important step towards computer-
aided design automation for a new class of systems where microfluidic components are cou-
pled with a stimulus transport. The library elements presented in Section 7.1 allow formodel-
ing and simulation of a large variety of logic fluidic systems. The first example in the following
will be a chemofluidic NAND gate, which demonstrates that the toolbox is able to investigate
model components for digital microfluidic systems. The next example is a chemofluidic de-
coder, which translates the concentration level of a stimulus signal into a series of discrete
output values. It is similar to an analog to digital converter in microelectronics and can be
used to give notice at critical concentration levels of chemical substances. Typical applica-
tions could be safety related systems, process control in micro analytics or health monitoring
systems based on a lab-on-a-chip. The third example is a chemo-fluidic oscillator. In contrast
to widely known oscillators for mechanical or electronic systems, it creates a periodic change
of a stimulus signal and the related flow rate. The oscillator parameters can be controlled in
a wide range by the dimensional design of the microfluidic components. Chemo-fluidic oscil-
lators can be used for various devices in chemical, biological or medical applications [163]–
[165].
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Modeling and simulation for design and optimization of microfluidic components is com-

plicated and needs a lot of experience. The design is strongly related to the manufacturing
process and the cleanroom capabilities. Furthermore, designed products must be charac-
terized and unknown model parameters are determined on test structures. Results provide
valuable input data for the model parameter and the implemented algorithms of the toolbox
elements. Design automation is challenging but inevitable for several reasons:

◦ Library elements comprise a lot of knowledge about the physical background and the im-
plemented numerical algorithms. They can be continuously improved by several users
especially in case of open source software. It would be a waste of labor to implement
everything several times.

◦ The progress in microfluidics leads definitely to a standardization of basic components,
from which new systems are assembled. It is proven in microelectronics and came true
recently in the field of MEMS that parametric library elements are widely used in appli-
cation specific software tools.

◦ Microfluidic design is an iterative process and requires a large number of model vari-
ants, which have to be analyzed, optimized and compared to each other. The model
generation must be automated in order to save time and to avoid mistakes. In future,
design rules should be implemented to account for special needs of local cleanroom
processes and specific foundry services.

◦ The platform for design automation should support a wide variety of applications and
customers. The micro-fluid toolbox is written in Matlab. Matlab software products are
affordable and commonly used for engineering applications in academia and industry.
The number of toolboxes is continuously growing and Matlab offers interfaces to elec-
tronic design languages as Verilog and VHDL.

◦ The microfluidic toolbox is excellent for academic education to explain the theoretical
background on examples and to visualize results data. It can be used in academic re-
search and class room teaching to make examples come alive.

The models of the microfluidic toolbox can be adapted to new layouts by design param-
eters and script files. Matlab scripts support data extraction from experimental results and
adapt parameters by curve fitting technologies. Similar routines are available to extract finite-
element-data for the fluidic resistance. A graphical user interface visualizes obtained results
and supports curve fitting by interactive parameter input windows and sliders to sweep char-
acteristic model data. An example is shown in Figure 4.8.

7.3 Modeling Chemofluidic Logic Circuits

This section discusses three examples ofmicrofluidic logic circuits. The first one is a chemoflu-
idic NAND, the second one a microfluid decoder and the third one a chemo-fluidic oscillator.
The first two examples were developed by M.Sc. Anthony Beck from the TU Dresden and the
model of the chemo-fluidic oscillator is introduced in [37].
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7.3.1 Chemofluidic NAND Gate

The following example is a NAND gate, which can be utilized in microfluidic logic circuits to
perform digital operations based on a stimulus concentration. A NAND gate produces an
output, which is false if all its inputs are true as shown in Figure 7.16.

The chemofluidic NAND operates with two pressure pumps, which deliver either a high
or a low concentration value at the logic ports A and B. If both signals are high, for example
CH = 15% ethanol in water, then the hydrogel in the microvalve unswells and opens the
valve. If both concentrations are low, the hydrogel swells and blocks the valve. Interesting is
the behavior in between, where one pump provides a high and one a low concentration level.
After junction 2, the mixed concentration becomes about CH = 7.5% ethanol in water. This
value is designed to be below of the swelling threshold (LCST) and the hydrogel keeps the
valve closed. Hence, the valve is only open if both inputs provide a high stimulus signal.

It should be noticed that the valve blocks only the fluid flow coming from the syringe
pumps, which are discussed next. The fluid flow from the logical ports A and B is always
open. The fluid with the stimulus flows around the hydrogel in a region called “bypass”. For
that reason, the FL2 port of channel 6 is connected to the ground to drain the flow coming
from inputs A and B.

Further microfluidic components are necessary to transfer the swollen and unswollen
state of the valve to the NAND output. Two syringe pumps provide a constant volume flow
rate whereby syringe pump 1 is designed to deliver a much larger volume flow rate as syringe
pump 2. If syringe pump 1 dispenses a high concentration level and syringe pump 2 a low
concentration level, the fluidic logic circuit operates as a NAND gate, otherwise it would be
an AND gate.

The stimulus transfer from the syringe pumps to the output dependsmainly on the fluidic
resistance R1 of channel 1, which is the connection between the syringe pumps. The fluidic
resistance of channel 1 must bemuch larger as all other fluidic resistances, including the valve
in the open state. On the other hand, it must be lower as the resistance of the valve in the
closed state.

Now, two different scenarios are possible:
◦ The valve is closed RCV PT = ∞, which happens only if A & B are true. The volume
flow from both syringe pumps goes to the output because the valve is blocked. The
high concentration provided by syringe pump 1 is dominant at the output because their
volume flow rate is much larger as those from syringe pump 2.

◦ The valve is open, which happens only if A or B is false. The volume flow from syringe
pumps 1 goes almost entirely thru the valve caused by the high resistance of channel 1
(RCV PT ≪ R1). Syringe pump 2 becomes dominant and provides a low concentration
level at the output.
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Figure 7.16: a) Schematic representation of the chemofluidic NAND circuit with inputs A andB. b) Swelling curve of the hydrogel depending on the stimulus level.

The Matlab Simscape model of the chemofluidic NAND circuit is shown in exemplarily. It
can be seen, that the numerical representation of the fluidic logic circuit by library elements
of the toolbox is very intuitive. Pressure pumps and inlet concentration levels are defined by
voltage sources. The drain is set to ground. The library elements must be connected correctly
as known from electronic network models.

In a second step, appropriate parameters are assigned to the channel and valve elements.
It will be part of the optimization procedure to find proper dimensions and physical param-
eters. However, the new model configuration is automatically generated in Simscape after
changing input parameters of the library elements. The compilation takes about a minute,
which must be done just once. Transient simulations are very fast, several thousand steps
take only seconds.
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Figure 7.17:Microfluidic model of the NAND logic circuits implemented in Matlab Simscape.
The chemofluidic NANDmodel representation is not just a digital system with four output

states. The Simscape model analyses the transient response and provides valuable system
information for engineers. Result data are the response time after switching input states and
critical input values (concentration levels, the pressure at pumps, flow rates at syringe pumps)
where the system might fail. It supports users to find proper layout data, which are the geo-
metrical dimensions of the system.
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7.3.2 Chemofluidic Decoder Application

In electronics, analog-to-digital decoders are used to translate an analog signal into a digital
signal with a specified resolution. The following example shows, how the previously discussed
NAND structures can be used for a chemofluidic decoder. The idea and the following layout
were proposed by M.Sc. Anthony Beck from the TU Dresden.

A series of fluidic NAND gates are utilized to determine an unknown concentration level
C? of a liquid. The concentration level shall not directly be determined by analog sensing,
rather the concentration level should be classified into a set of discrete ranges with upper
and lower bounds. For several applications it is not necessary to know the exact value of a
stimulus in a liquid. Often, unknown substances have to be classified in, for example “below
average”, “normal range”, “above average”, “critical” and “dangerous”. It is a typical approach
in biomedical engineering, especially for the quality assurance for organs, tissues and cells.

Theoretically one needs (n − 1)-NAND gates to classify substances into n-categories. The
threshold value of eachNANDgate is adjusted to the lower bound of each category. Assuming
a successive order of NANDs, the first one recognizes all solvents, which belong to the first
category and so on. The last NAND finds liquids of the last category and the remaining liquids,
which are above. It is an idealized view on the application. Extraction ofmeasurement data by
comparisons of bounds is a widely used approach in sensor technologies and can minimize
costs.

The flowing example is based on a decoder with three NAND gates. The liquid with the
unknown concentration is routed to the first input port of each NAND. The other input port
of each gate is attached to a reference concentration, which have 5%, 10% and 15% concen-
tration level. The threshold concentration (LCST) of all NAND gates is 12%. Consequently, the
first NAND recognizes solvents with a concentration below 19%, the second one below 14%

and the last on, which are below and above 9%. Theremight be someoverlap between ranges
but is works well. Figure 7.18 shows the general layout of the chemofluidic decoder.

Figure 7.18: Conceptual layout of a chemofluidic decoder consisting of three NAND gates. Itallows to classify liquids into four categories.
Figure 7.19 visualizes the decoder model in Simscape. The model generation is very sim-

ple. Subsequent NAND gates can be generated by copy and paste. Just the reference con-
centrations must by adjusted manually. The decoder demonstrates that larger arrays of mi-
crofluidic circuits for highly integrated microfluidic applications such as referred in [166] can
be handled with ease.
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Modeling of microfluidic arrays is important to investigate the interactions of NAND gates,

which share the same channels for the fluid flow. Similar to electrical circuits, there is a flow
dependent pressure drop if one NAND opens the valve, which can affect the behavior of adja-
cent elements. The cross-talk among array elements can often being minimized by assigning
appropriate channel dimensions but will not entirely disappear.
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Figure 7.19:Microfluidic circuit model of the decoder based on three NAND gates. Each gateis attached to a different reference solution with values of 5%, 10% and 15% concentrationlevel.
In Figure 7.20 a triangle wave signal is applied at the stimulus input of the decoder. The

first NAND switches from low to high at about 18% concentration level, the second one at
about 13% and the third one at about 8%. The values are a little lower than expected what
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means that the valves open at a slightly lower concentration level as specifiedby the threshold
concentration (LCST). The dashed lines in Figure 7.20 show the switching states of the NANDs.

The LCST value is the point of inflection of the sigmoidal function, which describes the
swelling behavior of the hydrogel. At the point of inflection, the equivalent length is approx-
imately in the middle between the swollen and the unswollen state. In practice, the valve
opens earlier, right after the hydrogel starts to shrink what happens at a slightly lower con-
centration rate. It can be recognized by the internal signals of the decoder elements.
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Figure 7.20: Quasi-static response of each NAND gate. The applied concentration level is aramped signal and the resulting concentration level of all three NANDs is shown on the right.

7.3.3 Chemo-Fluidic Oscillator

An oscillator is a device, which produces an oscillating (periodic) output signal at time-
constant input signals with a fixed clock frequency. In the present case, the oscillator consists
of chemo-fluidic components, which create a periodic stimulus and fluid-flow response. It
should be noticed, that periodic does not mean sinusoidal, rather the stimulus output is
triggered with a specific period duration.

The design shown in Figure 7.21 consists of two inlets and two outlets. The first inlet is
connected to a pressure pump with two voltage sources. The first one represents a pressure
pump with a constant pressure level of 8000 Pa. The second voltage source defines the stim-
ulus level, which is set to zero (pure water, CH20 = 0%). Inlet 1 drives an aqueous solution
through the system.

The second inlet is connected to a syringe pump. The current source defines a constant
volume flow rate of 1 µl/min and the adjacent voltage source defines a concentration level
of 40% ethanol in water solution. Both signals are mixed at the junction after the buffer line.
Then, the solvents are driven through a delay line and finally reach the hydrogel-based mi-
crovalve. If the valve is closed at low concentration levels, the solvents flows through a bypass
into a syringe pump, otherwise the solvent flows through the valve. The syringe pump at the
bypass is used to control the circle time of the oscillator and the output signal is monitored
at the valve. Figure 7.21 shows the conceptual circuit, which has been published in [37].
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Figure 7.21: Conceptual circuit design of the chemo-fluidic oscillator.
Self-oscillating systems are based on a negative feedback loop. The clock frequency is es-

sentially determined by the parameters of the syringe pump and the parameters of the delay
line. To calculate the clock frequency, it is essential to understand the operating principle of
the system.

The oscillation sequence is initialized at a zero stimulus value. In the initial state (t = 0),
the hydrogel is unswollen and the valve is open. Consequently, the fluidic resistance in the
system is comparably low and the pressure pump at inlet 1 is dominant in the system. In
the aqueous solution, the hydrogel starts to swell and the fluidic resistance of the system is
increasing. When the microvalve closes, the syringe pump of inlet 2 is dominant because the
flow of a current source is independent of the attached fluidic resistance. This syringe pump
provides a fluid with a high concentration level, which will reach themicrovalve dependent on
the applied flow rate of the bypass at a certain time delay tdelay. Now the hydrogel unswells,
the fluidic resistance decreases and the pressure source is dominant again. This behavior is
repeated continuously whereby the oscillating stimulus and fluid flow signal can be observed
at the outlet of the valve.

Based on the concept shown in Figure 7.21, a Simscape model has been implemented,
which contains library elements of the fluidic toolbox. Stimulus, pressure and flow sources
are attached at the inlets as described above. The syringe pump at the outlet of the bypass
has been set to a flow rate of 0.7 l/min.

According to [37], the flow rate of the bypass is designed to be lower as the flow rate of
the syringe pump at the inlet. Thereby an interesting effect occurs, which can be quantified
with simulation results of the model. If the valve is closed, the syringe pump at inlet 2 drives
70% of the fluid through the delay line and 30% of the fluid into the buffer line. Hence, the
buffer line needs to be long enough that the stimulus does to reach the pressure pump at
inlet 1 and contaminates the reservoir. Additionally, it can be seen in the simulation results
that the concentration history in the buffer line affects the clock frequency of the oscillator.
The Simscape model of the chemofluidic oscillator is shown in Figure 7.22.
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Figure 7.22:Microfluidic circuit model of the chemo-fluidic oscillator.
Transient simulations provide valuable information about the system response and the in-

fluence of input andmodel parameters on the performance, especially at the output but also
at internal signal lines. Furthermore, simulation results are very important to fully understand
the operating principle, to optimizes parameters in order to get the desired clock frequency
and to assess the influence of tolerances and parameter variations on the behavior. It takes
about 100.000 times steps to analyze the functional behavior whereby the simulations take
about 20 seconds on the computer. The graphs in Figure 7.23 show the following simulation
results at the microvalve:

◦ Stimulus concentration level C at the hydrogel valve: Results can be between 0% and
40% according to stimulus sources at the inlet.

◦ Pressure drop∆p across the hydrogel valve: Peak values are in the order of the pressure
value, which is assigned to the pump at inlet 1.

◦ Equilibrium length leq (blue) and kinematic length lkin (red) of the hydrogel: The range isdefined by the valve parameters, which are the collapsed length and the length change.
The current values depend on the stimulus concentration.

◦ Young’smodulusE of the hydrogel: The range is defined by the valve parameters, which
are the collapsed and the swollen Young’smodulus. The values depend on the kinematic
length.

◦ Swelling time tsw of the hydrogel: The value is defined by Equation 7.16. Several model
parameters affect the value.

◦ Volume flow rate through the valve: The resulting volume flow rate depends on the
fluidic resistances, the pressure and the flow sources of all model elements.
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Figure 7.23: Transient simulation results of the chemo-fluidic oscillator shown in Figure 7.22.
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In practice, the obtained clock frequency or period duration depends on many param-

eters of the microfluidic system. It is only possible to calculate correct values by transient
simulations, which take most important effects into account.

Theoretically, the period duration is mainly defined by the transport delay of the stimulus
in the delay channel. According to Equation 7.4, the transport delay is the ratio of the volume
to the average volume flow rate of the fluid in the channel. The volume Vdelay is defined by
the channel dimensions, which are 150 µm depth, 50µm channel width and 400mm channel
length. The volume flow rate is defined by the bypass syringe pump, which is V̇ bp = 0.7 µl/min.
Consequently, the transport delay is about 2600 seconds. It should be equal to the period
duration of the oscillator.

The values obtained in Figure 7.23 are much lower. The reason for the discrepancy can
be traced in the simulation results of the above model. The swelling threshold of the given
hydrogel (CLCST ) is at a concentration level of about 12%. However, the applied stimulus con-
centration Calc is set to 40%. In this case, the delay line increases the applied concentration
level towards the swelling threshold in a much shorter time. Therefore the oscillator period
can be predicted by using the following approximation:

toszi ≈
Vdelay

V̇ bp

· CLCST

Calc
(7.18)

To verify this hypothesis, the stimulus concentration at the inlet is reduced from 40% to
20%. The period duration increases fromabout 1000 seconds to 1400 seconds. A concentration
level of 15% leads to a period direction of about 2000 seconds, which is in the order of the
expected value. The true period duration does not only depend on the delay line. The swelling
time of the hydrogel affects the transient response too.

The effect of shortening the response time by higher stimulus or drive signals is widely
used in electrical engineering. It is called over-excitation and is applied for switches and other
actuators.
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Figure 7.24: Stimulus concentration levels at the internal volume elements of the channelwith 40% and 20% inlet stimulus.
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Figure 7.24 shows the stimulus concentrations at internal volume elements of the delay

channel at 40% and 20% stimulus concentration at the inlet of the syringe pump. The lower
purple line marks the output of the channel element. It can be seen, that the concentration
levels suddenly jump at about 12% stimulus signal. The sharp increase is due to the switching
behavior of the valve, which strongly decreases the fluidic resistance to the valve outlet.

7.4 Layout Synthesis

The previous examples have shown that the library elements of the microfluidic toolbox sup-
portmodeling and simulation essentially. Designers can assemble largermicrofluidic systems
on the computer and analyze their behavior. During conceptual design, they must modify
the layout, change the component and input parameters, evaluate the simulation results and
compare the behavior with the product requirements. It is a long-termdesign cycle withmany
iterations. After the design matches the target specifications, designers have to run a large
number of statistical simulations (e.g. Monte-Carlo-Simulations) to assess the influence of
manufacturing tolerances, material property deviations and changes of environmental con-
ditions (temperature, pressure, humidity) on the system performance. The results allow to
estimate the yield during production and the accuracy of the devices.

Design automation requires a framework, which generates the model, modifies the
parameters, starts the simulations and evaluates data automatically according to a special
schema. Hence, modeling and simulation must be processed in a batch mode. It means that
models can be generated, simulated and evaluated by script files to synthesize new designs
at a high level of automation.

State-of-the-art simulation tools as the finite element program ANSYS, Matlab Simulink
and Simscape as well as electronic design tools like Cadence support designers to run mod-
els in batch mode. A first concept for automatic generation of fluid models based on this
toolbox is developed during the course of this work. The concept uses an approach where
the arrangement and connection of microfluidic library elements in the system are defined
by identification numbers of adjacent elements. They define the interconnection of sources,
channels, junctions, corner elements and valves in a system. The placement and routing were
supported by user defined port orientation settings for each element. The components are
placed in a fixed grid.

Figure 7.25 a) shows themodel input file andb) the obtained arrangement of components
in grid cells. It was just a first case study on automatedmodel and layout generation inMatlab.

a) b)

Figure 7.25:Model input file and the obtained simplified layout of a chemofluidic oscillator.
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The implementation of an automated model generator with simulation and evaluation

capabilities including a graphical user interface takes a lot of effort and has not been done
yet, but a promising concept shall be shown as final part of this work. It addresses interesting
research topics for future work.

The concept is based on the presented library elements and will be explained on the ex-
ample model of the chemo-fluidic oscillator. The library elements in Figure 7.26 can be ad-
dressed by a reference name and placed into themodel file with the help of connecting points
(nodes) shown in orange. Model sources and sinks have one connecting point, channel ele-
ments have two and junction elements and valves have three connecting points. Channel
elements are subdivided into:

◦ Mixing channels: Mixing channels have a meandering shape and consider the fluidic
resistance, the transport delay and a mixing model. This channel allows two phase sep-
arated fluids to enter at the inlet, enforce a mixing though the windings and flow out as
an ideal mixed fluid.

◦ Flow channel: Flow channel elementsmodel the fluidic resistance and a transport delay
in a microchannel. Mixing effects are ignored.

◦ Fluid link elements: Fluid link elements are utilized for microchannels with a compara-
bly low resistance. Link elements connect flow ports and/or stimulus ports by idealized
lines, which have neither a fluidic resistance nor a transport delay. The elements are
similar to interconnecting wires in electrical engineering.

The microvalves may be designed in many different variants. So far, two types of valves
have been designed for the planar fluidic logic circuits. The first one is the chemical volume
phase-transition transistor (CVPT), which has the bypass at the inlet (type 1) and the other
one is a valve model, where the hydrogel blocks the collector at the outlet (type 2). Another
element type could be amembrane isolated CVPT (MIS-CVPT) valve, where two flow channels
are isolated through a membrane. In this case, the hydrogel actuates the membrane from
one side and seals the flow channel on the other side. Details can be found in [167].

fluid link (no delay, no resistance)

flow channel with delay

valve (type 1) valve (type 2)

meander channel
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drain

syringe pump

pressure pump
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FLINK
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command layout and interface nodes command layout and interface nodes

Figure 7.26: Library elements of the fluid toolboxwith reference name and connecting points.
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In Figure 7.27, the model of the chemo-fluidic oscillator is subdivided into 13 connect-

ing points (nodes) and 14 elements. Nodes can be placed by commands (in batch mode) or
graphically by pointing devices on the computer screen. In batch mode, connecting points
can be defined by a command name (NLOC) followed by the reference number and the x-
and y-coordinates. For instance, “NLOC, 1, 0, 40;” defines connecting point number 1 at the
x-y-coordinates 0 and 40 mm in a Cartesian coordinate system.

Elements are placed between connecting points. Likewise, this can be done graphically or
by commands such as “VALVE, 1, 9, 10, 12;” for instance. It means that a valve element with
reference number 1 is attached to the connecting points 9 (inlet), 10 (bypass) and 12, which is
the outlet of the flow, which passes through the valve. Fluid link elements are set between
connecting point 6 and 7 for example. The tool should automatically create a connecting ele-
ment, which consists of a horizontal and a vertical channel with a corner element in between,
which can have either round or straight edges.

EL7: pressure pump

EL8: syringe pump

EL9: syringe pump

EL2: mixer element

EL4: channel

EL5: channel

EL3: mixer element

EL10: drain
EL6: junction

EL1: valve (type 1)

EL11: flink

EL12: flink
EL13: flink

EL14: flink1

2

3

4

5

6

8 9

10

11

12 13

7

Figure 7.27: Automatically generated model of the chemo-fluidic oscillator with sources andsinks.
Parameters of library elements are assigned by a left mouse click on the element, which

has to be modified. Such a feature is already implemented in the microfluidic toolbox. Alter-
natively, parameters can be assigned by commands to individual library elements such as the
“PROP” commands shown in Table 7.3.

Further data to be assigned are loads and constraints such as “VSCR, 7, 8000” to define a
DC-pressure load of 80 mbar to the pressure pump of element 7 or “ISCR, 8, 1.67e-11”, which
assigns 1 l/min to the upper syringe pump.

It is followed by simulation settings for the total simulation time and time-step size.
After starting the simulation runs, one can evaluate characteristic data and calculate post-
processing results by further commands. The commands “GETP, p_valve, press, 9;” and
“GETP, v_flow, flow, 9;” copy the pressure value and the volume flow rate at connecting
point 9 to the user parameters “p_valve” and “v_flow”, which are stored to the workspace.
An example for post-processing is the “INTG, c_output, stim, 8” command sequence, which
integrates the stimulus response at the end of the delay line. The input batch file could
contain commands, which are shown in Table 7.3.
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Table 7.3: Typical commands to generate, solve and evaluate models in a batch-mode.
% Connecting point location % Property assignmentNLOC, 1, 0, 40; % Correspond to mask data of Fig. 7.13 & 7.3NLOC, 2, 0, 10; PROP, 1, 1, 500e-6, 100e-6, 12, 6, . . . ;NLOC, 3, 0, 0; PROP, 2, 150e-6, 500e-6, 0.4, . . . ;NLOC, 4, 50, 40; ...NLOC, 5, 50, 35; % Element loads and constrainsNLOC, 6, 50, 25; % Similar to SPICE with DC-, AC- and transientNLOC, 7, 50, 10; % time functions of voltage and current sourcesNLOC, 8, 55, 30; VSCR, 7, 8000;NLOC, 9, 105, 30; ISCR, 8, +1.67e-11;NLOC, 10, 110, 25; ISCR, 9, -1.17e-11;NLOC, 12, 125, 30; ...NLOC, 13, 140, 30; % Simulation settings% Element assignment % Total simulation time, time-step sizeVALVE, 1, 9, 10, 12; % Further solver settings, start simulationMixer, 2, 1, 4; TIME, 10000, 0.03;Mixer, 3, 8, 9; SOLV, trans;CHANN, 4, 2, 7; ...CHANN, 5, 3, 11; % Post-processing commandsJUNCT, 6, 5, 6, 8; % Assign results to user defined parametersPRESS, 7, 1; GETP, p_valve, press, 9;SYRIN, 8, 2; GETP, v_flow, flow, 9;SYRIN, 9, 3; ...DRAIN, 10, 13; % Integrates the stimulus over timeFLINK, 11, 6, 7; % Evaluates the stimulus conservation lawFLINK, 12, 4, 5; INTG, c_input, stim, 8;FLINK, 13, 10, 11; INTG, c_output, stim, 9;FLINK, 14, 12, 13;

Another important step would be the automatic generation and evaluation of finite ele-
ment models to extract characteristic properties of toolbox elements. Finite element models
have already been extensively used in this work to extract properties for the fluidic resistance,
to analyze the swelling behavior and to extract stiffness changes of the hydrogel. Likewise,
routines exist and have been utilized for curve fitting procedures to transfer finite element
results back to the Matlab Simulink and Simscape models. The theoretical background has
been investigated but needs to be implement into user-friendly procedures, which can be
processed automatically.

Finally, the mask layout must be generated for manufacturing of prototypes and later
products. The mask layout depends on the shape and lateral dimensions of all model com-
ponents. In some cases, the mask layout differs strongly from the Simscape schematics. For
example, pressure pumps and syringe pumps are usually external devices, which are con-
nected by a tube to the inlets. The mask layout needs additional information about the adap-
tor, which transfers the fluid from the macrosystem into the microsystem. Mask layout data
have to be translated into a specific mask data format such as GDSII, GERBER, CIF, DXF or
DWG.
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Summary and Outlook

The goal of this thesiswas to develop an automatedmodeling and simulation approach formi-
crofluidic and chemofluidic systems with a special focus on hydrogel-based microvalves. The
models should capture essential features and most important interactions of fluidic compo-
nents in largermicrofluidic systems. The behavioralmodels are primarily intended for system
simulations where a large number of different configurations and design modifications must
be analyzed and optimized in a reasonable time. The models predict the system response on
the computer for different load and operating conditions before starting a time consuming
and costly manufacturing process of prototypes.

The core element of the presented models is a hydrogel-based microvalve. It is an au-
tonomous microfluidic component, which controls the fluid flow depending on the volume
swelling rate of a stimulus sensitive hydrogel and operates as a chemofluidic transistor. The
volume change influences the cross-sectional area of a fluid channel in a valve chamber and
consequently the fluidic resistance. Typical stimuli are the temperature, chemical substances
or the ion concentration, which offers a wide variety of applications such as chemical sensing,
lab-on-chip systems for medical applications or chemofluidic logic circuits, which have been
presented in Chapter 7.

The operating principle is primarily related to the swelling response of a hydrogel. In
physics, the theory of quasi-static swelling and the swelling kinetics are derived from ther-
modynamic energy formulations in combination with the fundamentals of elasticity in con-
tinuummechanics. It has been shown in Chapter 3 that the governing equations depend on
empiric terms, which strongly affect the obtained results. Furthermore, the swelling functions
on the physical level of abstraction depend on parameters (for example the interaction en-
thalpy and entropy or the polymer permeability), which are difficult to measure for varying
hydrogel compositions and alternative stimuli sources.

An important goal of this thesis is the quantification of thematerial properties of hydrogels
based on phenomenological parameters that can be measured and extracted with standard
laboratory equipment. Computer-controlled swelling experiments have been developed and
tested, which detect the surface area of hydrogels through optical inspections as shown in
Chapter 4. A following image recognition routine provides swelling data for different stimuli-
time functions. Slowly varying stimulus ramps are used to measure the quasi-static swelling
response and stimulus step functions are applied to calculate the time constant of the volume
change for transient simulations. The time constant together with dimensional parameters
of the hydrogel enable the calculation of the cooperative diffusion coefficient for modeling
of the swelling kinetics. Characteristic parameters of the swelling response such as the min-
imum and maximum volume or length, the lower critical solution temperature or the upper
and lower curvature range have been adapted to sigmoidal fit functions for subsequent com-
ponent and system models.
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Chapter 5 uses the measured material properties to analyze the three-dimensional dis-

placement response of the hydrogel by finite element simulations in ANSYS. The FE-models
are based on a thermo-mechanical analogy relationship where the swelling-stimuli function
is represented by the instantaneous thermal expansion coefficient implemented by a set of
sample points. The cooperative diffusion of the solvent is mapped to the heat transfer coeffi-
cient and the elasticity can be either implemented by the Youngs’s modulus and the Poisson’s
ratio or theMooney-Rivlin material law for incompressible solids. The swelling states at differ-
ent stimuli levels are transferred to the fluid domain in the valve bymovingwall boundary con-
straints. The preferred coupling approach is based on a one-way fluid structure interaction
model. Interactions in both directions are not necessary for the target application and have
shown numerical instabilities. Finally, transient computational fluid dynamic simulations, in
ANSYS-CFX provide accurate data for the fluidic resistances of the microvalve at different
swelling states. The result data are represented by a mathematical response function which
is implemented in a Matlab library element for subsequent system simulations.

Modeling and simulation of a hydrogel-based microvalve has been investigated in
Chapter 6. Essential modeling features are the static and transient hysteresis, the quasi-
static equilibrium length of a characteristic dimensional parameter, the transient swelling
response, the influence of elastic deformations on the swelling state, the contact pressure
and the related leakage rates as well as the fluidic resistance and the associated volume flow
rate at applied pressure sources at the interface ports. The microvalve model was gradually
developed, implemented and tested in Matlab Simulink using signal flow graphs. It could
be demonstrated that the simulation of microvalve component is numerically stable and
physically accurate.

The interactions with other microfluidic components require generalized Kirchhoffian
network elements to represent the bi-directional flow-pressure relationship at the interface
ports. It was planned to combine the Simulink-Simscape interface of the Matlab tool to
couple the signals flow graphs to network representations. However, numerical instabilities
appeared in multi-component simulations, which are caused for example by unavoidable
algebraic loops.

Stable and accurate solutions could only be obtained after all model components had
been transferred to Simscape. The problem was not caused by the combination of signal
flow graphs and network models, it is rather related to the data exchange from Simscape
over Simulink back to Simscape, which is reasoned with the different internal solver architec-
ture and the equilibrium iterations. The modified Simscape models still utilizes signal flow
graphs from a different domain space in combination with network representations to effi-
ciently describe fluidic components and their interactions to adjacent elements. It is a certain
indicator that in future releases of Matlab this issue can be fixed.

In Chapter 7, the final implementation of all library elements of the microfluidic toolbox
is discussed in detail. It starts with a brief introduction to fluid and transport domain quan-
tities and modeling approaches for pressure sources, volume flow sources (syringe pumps)
and stimuli sources. If follows amodel for channel elements, which describes the fluidic resis-
tance and the transport delay for bi-directional flow conditions. The next library component
is a junction element, at which three other fluidic elements can be connected to separate or
merge the fluid and stimulus flow. The junction represents a true bi-directional fluid flow and
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stimulus transport what means that the inlet or outlet ports can change directions during
operations. The last element is the hydrogel-based microvalve, which allows for modeling of
arbitrary stimulus-based volume phase-transition curves to control the fluid flow in microflu-
idic networks.

The library elements of the microfluidic toolbox have been intensively tested on three ex-
amples. The first test case is a chemofluidic NAND-gate, which illustrates the transistor-like
behavior of the hydrogel-basedmicrovalve in a chemofluidic logic circuit. The next example is
a chemofluidic decoder that can be used to classify continuous stimuli levels into specific cat-
egories. It behaves like an analog-to-digital converted in electronics and demonstrate that the
toolbox can handle large amount of microfluidic components. The last test case is a chemo-
fluidic oscillator, which creates a periodic flow signal with a fixed clock frequency. Here the
challenge is, that the solver needs to handle constant inputs and compute a varying output
through an unstable hydrogel state definition, which seems counter-intuitive for solver de-
signs.

All three examples demonstrate that larger chemofluidic logic circuits are possible and
can be efficiently designed with the help of the microfluidic toolbox and its simulation frame-
work. The simulation framework includes the computer-controlled measurement setup for
hydrogel material properties, the finite element interfaces to extract characteristic compo-
nent models for the swelling states or the resulting fluidic resistances, and last but not least
the Matlab capabilities for data evaluation or results visualization.

Future work could be focused on new library elements for the microfluidic toolbox, an im-
proved graphical support for the model generation process and the layout synthesis concept
for design optimization and mask layout generation.

The microfluidic toolbox currently contains most important functional element for
chemofluidic logic circuit. New elements would be necessary for other applications such
as chemical sensing devices or lab-on-chip systems for diagnostics and drug development.
Examples are mixers, nozzles, heaters, filters, droplet generators, reaction chambers,
reservoirs for reagents and sections for CE [168], HPLC [169] and PCR [170].

Models of microfluidic devices and systems can be generated by pick and place from li-
brary elements and essential parameters can be set or modified by a graphical user interface
(GUI). The generation and simulation process are highly automated. On the other hand, new
models with modified material compositions, new designs of the hydrogel-based microvalve
and additional library elements need to be implemented manually. The ultimate goal is to
support a consistent and automated design flow starting from the material property extrac-
tion, the solid and finite element method (FEM) generation process to the data transfer from
FEM to the microfluidic library elements. The entire design process should be accompanied
by a design rule check and a graphical visualization of the next steps.

A fully automated layout synthesis exceeds the current possibilities in microfluidic design.
Envisioned is a computer-supported layout optimization in an highly interactive and auto-
mated design flow. Essential library elements and their interconnections should be defined
manually. The library elements are placed at the initial position and can bemoved with point-
ing devices (for example the computer mouse) in the designated area. Routing of the fluid
channels and interconnects follows automatically as known from printed circuit board de-
sign. The schematic layout of the library elements and their physical behavior should be bidi-

149



Chapter 8 Summary and Outlook
rectional associative. It means that changes in the layout modify physical parameters and
changed physical parameters provide a new layout proposal. The seconds case is more com-
plicated but feasible since microfluidic components are two dimensional structures with a
well-defined thickness. Lateral dimensions are modified within the design range and in the
designated area. The entire system will be analyzed and compared with the target specifica-
tions. Optimization algorithms provide design suggestions and the mask layout can be gen-
erated automatically.
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A 2D Thermo-Mechanical Solid Element for the Finite Element Method
A 2D Thermo-Mechanical Solid Element for the Finite Element Method

In this chapter, a 2D thermo-mechanical solid element for finite element simulations will be
introduced. The finite element routine has been implemented in Matlab to get a deeper un-
derstanding of numerical methods with the goal to enhance the data extraction procedures
of the microfluidic toolbox in future. The Matlab source code is developed for an 8-node
thermo-mechanical coupled field element and allows for linear static simulations. The theo-
retical background is based on [171] (pp. 162-211). The 2D-solid element is an extension of the
1D-truss element described in Section 3.1.2.

The starting point of the following description is the elastic stiffness matrix of the me-
chanical domain, which is referred [Kuu]e in Equation 3.23. Each finite element node of the
2D-solid element has twomechanicalmotion degree of freedom (DOF) referred u and v, which
describe the mechanical displacements in x- and y-direction and one thermal degree of free-
dom, which is the nodal temperature T . The mechanical element stiffness matrix [Kuu]e isdefined by:

[Kuu]e =

∫

V

[BM ]T [DM ][BM ] dV =

∫

A(x,y)

h[BM ]T [DM ][BM ] dx dy =

∫

A(x,y)

f(x, y) dx dy (A.1)

where [BM ] is the element strain matrix, [DM ] is the elasticity matrix of the material and
f(x, y) is an arbitrary function to demonstrate the approach. For 2D-solidmodels, the element
volume V can be expressed by the element area A and its thickness h. The stiffness matrix is
the result of a 2D-integral on the element area, which is defined by the corner and mid-side
nodes of the finite elements as shown in the left of Figure A.1. The numerical integration can
be simplified if the global node coordinates (represented by x-y-values) are mapped to a unit
element (represented by ξ-η-values) in a natural coordinate system.
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8

3
4

1
25
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7
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a) global coordinates b) natural coordinates

Figure A.1: Coordinate mapping from an arbitrary element with x-y-coordinates to a unit cellelement with ξ-η-coordinates in the range of [−1,+1].
The transformation from the x-y-coordinate system into the ξ-η-coordinate system is con-

sidered by the Jacobian determinant det |J | in functional analysis. The calculation of the Jaco-
bian matrix J is defined in Equation A.13. In finite element tools, the integration in natural
ξ-η-coordinates is implemented by a Gaussian quadrature, which approximates the result
from a weighted sum of function values of f(ξ, η) det |J | at specified points within the domain
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of integration.

∫

A(x,y)

f(x, y) dx dy =

+1∫

−1

+1∫

−1

f(ξ, η) det |J | dξ dη =

mj∑
j=1

mi∑
i=1

wiwjf(ξi, ηj) det |J | (A.2)

The locations ξi and ηi and the weights wi and wj of Gaussian points are defined in
Table A.1. Two integration points in both directions are recommended for two-dimensional
8-node solid elements in finite element tools. The sum of all weights must be two and the
accuracy n defines the polynomial order of shape functions, which can be approximated
exactly [171] (pp. 180).

Table A.1: Lookup table for Gauss points [171] (pp. 180).
Point Number mi,mj Location ξi, ηj weights wi, wj Accuracy n

1 0 2 1
2 ± 1√

3
1 3

3 ±
√
0.6, 0 5

9 , 8
9 5

The location of Gaussian points for all three levels is shown in Figure A.2.
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Figure A.2: Gaussian integration points for a two-dimensional solid element with a)m = 1, b)
m = 2 and c)m = 3.

The general idea of finite element technologies in themechanical domain is the extraction
of the system behavior from the force-displacement relationship at interface nodes. Displace-
ments at internal points are interpolated by shape functions from the results at finite element
nodes and mechanical strain or stress is calculated from local derivatives of the shape func-
tions. Finally, it allows to calculate the strain matrix [BM ] of Equation A.1 exclusively from the
coordinates of the finite element nodes.

Each finite element node i is related to a polynomial shape function Ni(ξ, η) whereby thefunction value at the node imust be one and the function values at all other node positions
must be zero. The shape functions for the finite element corner nodes are defined by:

N1 = −1

4
(1− ξ)(1− η)(1 + ξ + η)

N2 = −1

4
(1 + ξ)(1− η)(1− ξ + η) − 1 ≤ ξ ≤ 1 (A.3)

N3 = −1

4
(1 + ξ)(1 + η)(1− ξ − η) − 1 ≤ η ≤ 1

N4 = −1

4
(1− ξ)(1 + η)(1 + ξ − η)
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and the mid-side nodes are described by:

N5 =
1

2
(1− ξ2)(1− η)

N6 =
1

2
(1 + ξ)(1− η2) − 1 ≤ ξ ≤ 1 (A.4)

N7 =
1

2
(1− ξ2)(1 + η) − 1 ≤ η ≤ 1

N8 =
1

2
(1− ξ)(1− η2)

The displacements of all eight finite element nodes in x- and y-directions are arranged in
a nodal displacement vector (q)e with the following order:

(q)e =
(︂
u1 v1 u2 v2 u3 v3 · · · u8 v8

)︂⊺ (A.5)
where u are displacements in x-direction and v are the displacements in y-direction. Like-

wise, all eight nodal shape functions Ni(ξ, η) are arranged in a matrix notation:

[N(ξ, η)] =

(︄
N1 0 N2 0 N3 0 · · · N8 0

⏞ ⏟⏟ ⏞node 1
0 N1 ⏞ ⏟⏟ ⏞node 2

0 N2 ⏞ ⏟⏟ ⏞node 3
0 N3 · · · ⏞ ⏟⏟ ⏞node 8

0 N8

)︄
(A.6)

where [N(ξ, η)] is referred matrix of shape functions and N1 - N8 are the correspondingshape functions of the involved finite element nodes. The displacements at internal points
with local coordinates ξ and η can now by interpolated by:(︄

u(ξ, η)

v(ξ, η)

)︄
= [N(ξ, η)] · (q)e (A.7)

The next step will be the computation of mechanical strain ε at internal points of the fi-
nite element. The mechanical strain components εxx, εyy and γxy are calculated from the
displacement derivatives with regard to the global x- and y-coordinates. Since the nodal dis-
placement vector components are constant numbers, the derivatives are solely calculated
from the nodal shape functions.

(ε) =

⎛⎜⎝εxx

εyy

γxy

⎞⎟⎠ =

⎛⎜⎝
∂u(ξ,η)

∂x
∂v(ξ,η)

∂y
∂u(ξ,η)

∂y + ∂v(ξ,η)
∂x

⎞⎟⎠ =

⎛⎜⎝
∂
∂x 0

0 ∂
∂y

∂
∂y

∂
∂x

⎞⎟⎠ · [N ] · (q)e = [BM ] · (q)e (A.8)

Equation A.8 implies that mechanical strain can be expressed by the nodal displacement
vector (q)e and the strain matrix [BM ]. The strain matrix consists of the following coefficients:

[BM ] =

⎛⎜⎝
∂N1

∂x 0 ∂N2

∂x 0 ∂N3

∂x 0 · · · ∂N8

∂x 0

0 ∂N1

∂y 0 ∂N2

∂y 0 ∂N3

∂y · · · 0 ∂N8

∂y
∂N1

∂y
∂N1

∂x
∂N2

∂y
∂N2

∂x
∂N3

∂y
∂N3

∂x · · · ∂N8

∂y
∂N8

∂x

⎞⎟⎠ (A.9)

According to Equations A.1 and A.2, the strain matrix must be evaluated at the Gaussian
points to calculate the element stiffness matrix [Kuu]e. The evaluation of Equation A.9 is not
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straightforward since the coefficients of the strainmatrix are functions of natural coordinates
and the derivatives have to be evaluated with regard to global coordinates. The dependency
can be resolved by the chain rule of partial differentiation:

∂Ni

∂ξ
=

∂Ni

∂x

∂x

∂ξ
+

∂Ni

∂y

∂y

∂ξ
(A.10)

∂Ni

∂η
=

∂Ni

∂x

∂x

∂η
+

∂Ni

∂y

∂y

∂η
(A.11)

which can be expressed in matrix notation by:(︄
∂Ni

∂ξ
∂Ni

∂η

)︄
=

(︄
∂x
∂ξ

∂y
∂ξ

∂x
∂η

∂y
∂η

)︄
·

(︄
∂Ni

∂x
∂Ni

∂y

)︄
= [J(ξ, η)] ·

(︄
∂Ni

∂x
∂Ni

∂y

)︄
(A.12)

The term [J(ξ, η)] is referred as Jacobian matrix, which is calculated from the differentials
of shape functions in natural coordinatesmultiplied by thematrix of nodal coordinates at the
Gaussian points:

[J(ξ, η)] =

(︄
∂N1

∂ξ
∂N2

∂ξ . . . ∂N8

∂ξ
∂N1

∂η
∂N2

∂η . . . ∂N8

∂η

)︄
·

⎛⎜⎜⎜⎜⎝
x1 y1

x2 y2... ...
x8 y8

⎞⎟⎟⎟⎟⎠ (A.13)

The inverse of the Jacobian matrix can then be used to transform the derivatives of shape
functions from natural to global coordinates as necessary for the terms in Equation A.9.(︄

∂Ni

∂x
∂Ni

∂y

)︄
= [J(ξ, η)]−1

(︄
∂Ni

∂ξ
∂Ni

∂η

)︄
(A.14)

Finally, the matrix of elastic constants for 2D-plane stress applications is defined by:

[DM ] =
E

1− ν2

⎛⎜⎝1 ν 0

ν 1 0

0 0 1−ν
2

⎞⎟⎠ (A.15)

where E is the Young’s modulus and ν is the Poisson’s ratio. The mechanical element
stiffness matrix [Kuu]e of Equation A.1 can now be calculated from the strain matrix [BM ],
the Jacobian matrix [J ], the matrix of elastic constants [DM ], the thickness h of the element
and the Gaussian weights wi and wj . The matrix operations lead to a 16x16 matrix, which
corresponds to the number of element nodes multiplied by the number of the respective
degrees of freedom.

The thermal conductivity matrix [KTT ]e of Equation 3.23 can be calculated in a similar
manner:

[KTT ]e =

mi∑︂
i=1

mj∑︂
j=1

wiwj

(︁
h[BT ]

T [DT ][BT ] det |J |
)︁ (A.16)

where [BT ] is the matrix of the thermal gradients and [DT ] is the conductivity matrix of
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the material. The thermal gradients are defined by:

[BT ] =

(︄
∂N1

∂x
∂N2

∂x
∂N3

∂x · · · ∂N8

∂x
∂N1

∂y
∂N2

∂y
∂N3

∂y · · · ∂N8

∂y

)︄
(A.17)

and the conductivity matrix of the material [DT ] is given by:
[DT ] =

(︄
kxx 0

0 kxx

)︄
(A.18)

where kxx and kyy are the thermal conductivity coefficients in x- and y-directions, which
are often labeled as λ. The thermal conductivity matrix [KTT ]e is an 8x8matrix.

Finally, the thermoelastic stiffness matrix [KuT ]e of Equation 3.23 is defined by:
[KuT ]e =

mi∑︂
i=1

mj∑︂
j=1

−wiwj

(︁
h[BK ]T [DK ][N ] det |J |

)︁ (A.19)
where [BK ] is the strain-displacement matrix, (DK) is the vector of thermoelastic coeffi-

cients and (N) is the vector of shape functions. The strain-displacement matrix [BK ] contains
the first two lines of the mechanical strain matrix [BM ], since thermal expansion does not
create shear strain. The vector of thermoelastic coefficients (DK) is defined by:

[DK ] =
E

1− ν2

(︄
1 ν

ν 1

)︄
·

(︄
α

α

)︄
(A.20)

where E is the Young’s modulus, ν is the Poisson’s ratio and α is the thermal expansion
coefficient. The vector of shape functions (N) is:

(N(ξ, η)) =
(︂
N1 N2 N3 N4 N5 N6 N7 N8

)︂ (A.21)
The thermoelastic stiffness matrix [KuT ]e is a 16x8matrix and describes the unidirectional

coupling between the thermal and themechanical domain caused by thermal expansion. The
elastic stiffness matrix [Kuu]e, the thermal conductivity matrix [KTT ]e and the thermoelastic
stiffness matrix [KuT ]e are finally combined to a 24x24 element stiffness matrix as shown in
Equation 3.23.

The assembly process of all finite element matrices into a global system matrix is illus-
trated in Figure A.3. The element matrix consists of eight nodes, which are labeled with
i, j, k, ... , p and each node has three degrees of freedom, which are labeled u, v and T . An el-
ement table defines the relationship between element node numbers and the system node
numbers, which are integers in a successive order defined by the mesh generator. In the
given case, the first element is linked to the global system nodes 1, 3, 125, 123, 2, 83, 124, 82.
Figure A.3 shows exemplarily, how the first 18 coefficients of the element stiffness matrix are
transferred to the global systemmatrix. The assembly process is implemented by nested FOR-
loops, which process all elements, followed by the nodes and finally all internal degrees of
freedom. Displacement and temperature boundary constraints are modeled by Lagrangian
multipliers according to Equation 3.21. Details can be found in the source code provided in
Appendix E.3.
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Figure A.3: Schematic view on the system matrix assembly procedure.

Figure A.4 illustrates two simulation results of the expansion process. The left part visu-
alizes the temperature profile and the swelling state at the beginning of the solvent diffusion
process (referred as intermediate state) and the right part the final equilibrium state. It is a
rough approximation based on a linear theory for the two-dimensional case. The finite ele-
ment tool ANSYS provides identical results as shown in the lower part of Figure A.4.
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Figure A.4: Comparison of Matlab and ANSYS results of thermal expansion process.
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B Thermal Expansion Equation for ANSYS

In the finite element tool ANSYS, the thermal expansion can be modeled with two different
methods [116] (pp. 9-10). The first approach is based on a SCTE, which is referred as αse(T ).
The SCTE values can be defined by the material properties command ”MP“ of ANSYS. The
command supports anisotropic expansion settings, in which the values in spatial directions
are assigned by the labels ”ALPX“, ”ALPY“ and ”ALPZ“. The thermal strain εth is calculated by:

εth = αse(T ) (T − Tref ) (B.1)
where Tref is the reference temperature and T is the temperature assigned to the finite

elements. The second approach is based on the ICTE, which is referred as αin(T ). The ICTE
values can be assigned by the labels ”CTEX“, ”CTEY“ and ”CTEZ“ in different spatial directions.
Here, the thermal strain εth is calculated by:

εth =

T∫

Tref

αin(T ′) dT ′ (B.2)

Themain difference is that αse(T ) is interpreted as amean value for thermal expansion be-
tween a reference temperature Tref and the current element temperature T in finite element
simulations. The SCTE approach extracts the αse(T ) value for given temperatures and calcu-
lates the thermal strain εth. Iterative solution procedures to trace thermal expansion values
in the temperature range are not necessary. In contrast, αin(T ) is interpreted as an instanta-
neous thermal expansion and represents the slope of the strain-temperature relationship. An
iterative solution procedure is necessary to trace thermal expansion in the operating range.
Figure B.1 illustrates the physical background of both expansion factors.

Figure B.1: Implementation of αse(T ) and αin(T ) for the thermal strain εth at different tem-peratures T [172] (pp. 18).
The relationship between both coefficients of thermal expansion is shown in

Equation B.3. It is possible to convert SCTE values in ICTE values and vice versa. The
volume phase-transition of hydrogels is strongly nonlinear and follows a sigmoidal function
in the finite element models. Both, SCTE and ICTE values can either be assigned by a
polynomial function of the 4th order or by a look-up table with up to one hundred data
points whereby the values in between are linearly interpolated. The SCTE approach must be
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applied for linear static simulations since equilibrium iterations are not necessary.

αse(T ) =

T∫︁
Tref

αin(T ′) dT ′

T − Tref
(B.3)

C Linear Regression of the Thermal Expansion Equation for ANSYS

The secant or instantaneous thermal expansion coefficients can either by implemented by a
4th order polynomial function or by a look-up table with up to one hundred sample points.
The thermal expansion coefficient for the volume phase-transition of hydrogels is usually de-
scribed by sigmoidal functions, which can hardly be approximated by low order polynomials.
On the other hand, look-up tables should be generated automatically and transferred to the
ANSYS commands “mptemp” and “mpdata,ctex” to quantify thermal expansion effects in finite
element simulations.

Look-up tables should not simply contain data points with equidistant spacing in the oper-
ating range. Sigmoidal functions strongly change their slope close to the lower critical solution
temperature (LCST) and flatten at high and low stimulus temperatures. The density of sam-
ple points is directly related to the curvature of the thermal expansion relationship. Linear
sections allow for large spacings and the sections with large second derivatives need narrow
sample points.

The transfer of sigmoidal functions to an appropriate instantaneous thermal expansion
coefficient is introduced in Section 5.2.3. However, Equation 5.26 is simplified for a two-
parameter sigmoidal function. Real thermal expansion coefficient with different curvatures
for the upper and lower range of the volume phase-transition are discussed in Section 3.1.3.
The sigmoidal functions are evaluated in MathCAD based on the source code provided in
Appendix E.4. The analytical relationship is defined by:

αin (T (i)) =
1

3
·
(Q1 −Q0) ·

(︄
ku·eku(T−TLCST )(︂
1+eku(T−TLCST )

)︂2 + 0.5kl · e−kl(T−TLCST )

)︄
(︄

Q1−Q0

1+ 1

1+e
ku(T−TLCST )

+0.5·e−kl(T−TLCST ) +Q0

)︄ · · ·

· · · · 1(︂
1 + 1

1+eku(T−TLCST ) + 0.5 · e−kl(T−TLCST )
)︂2 (C.1)

Equation C.1 can be adapted by five parameters to represent a wide range of swelling
functions. User defined parameters are the minimum swelling degree Q0, the maximum
swelling degree Q1, the lower critical solution temperature TLCST , the lower curvature dis-
tance kl and the upper curvature distance ku as listed in Table 3.2. The obtained curve is
visualized in Figure 3.5. The next step is the calculation of sample points for the look-up ta-
ble, which fit best to the curve defined in Equation C.1.

The regression algorithm starts with the slope at the first sample point, which is located
at the left side of the curve. It creates a straight line and the deviation between the curve and
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the line is calculated at equidistant steps. Two cases are evaluated next:

◦ The deviation between the curve and the straight line is smaller than a specified toler-
ance. A new control point is set in order to mark the last position where the straight line
fulfills the specified tolerance range to the curve.

◦ The deviation is larger as the specified tolerance range. The last control point becomes
a new sample point for the look-up table. A new slope is calculated and the algorithms
starts from the last marked position.

The number of samples points is evaluated at the end of the curve. If the number of sam-
ples exceeds the upper limit of 100 points, the tolerance range is enlarged, otherwise the
tolerance range is reduced. The tool starts a new line search algorithm until the number of
samples is exactly one hundred. The search algorithm takes just a few seconds.

The algorithm is visualized in Figure C.1 for the current stimulus temperature T (i−1). The
existing slope mold is defined by:

mold =
α(i− 1)− α(i− 2)

T (i− 1)− T (i− 2)
(C.2)

The mathematical equation of the straight line is based on a linear function, which is de-
fined by y = m · x+ n. The parameter n becomes:

n = α(i− 1)−mold · T (i− 1) (C.3)
A new data point αpred at the stimulus temperature T (i) on the straight line can be pre-

dicted by:
αpred(i) = mold · T (i) + n (C.4)

Based on the analytic αin(i) and the predicted αpred(i) values, an absolute deviation ∆α is
calculated from:

∆α = abs
(︁
αin(i)− αpred(i)

)︁ (C.5)
A new slopemnew must be assigned if the deviation∆α is larger as the specified tolerance:

mnew =
α(i)− α(i− 1)

T (i)− T (i− 1)
(C.6)

In this case, T (i − 1) becomes a new sample point for the ANSYS loop-up table and the
old slope mold will be replaced by the new slope mnew. The routine goes to the next sample
T (i+ 1) and continues with Equation C.2.
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Figure C.1: Linear regression algorithm to predict 100 sample points along the specified curve.

The results of the regression analysis are shown in Figure C.2. The blue curve in plot a)
visualizes the function values of the instantaneous thermal expansion coefficient αin(T )with
regard to the stimulus temperature T . The curve is defined by Equation C.1. The red dots
are the data points for the look-up table, which are transferred to ANSYS. It can be seen that
sample points have a high density at regions with large slope changes. The curves in plot b)
illustrate the first, second and third derivatives for data evaluation purposes. Plot c) shows
the deviation between the specified curve and the sample points for the data export to ANSYS.
The utilizedMatlab routine “hydexp_nonlinfit.m” is provided in Appendix E.4. The output data
are automatically transferred to APDL for subsequent finite element simulations. Similar fit
functions to represent hydrogel swelling are introduced in [173], [174].
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Figure C.2: Instantaneous thermal expansion curve and results of the regression analysis.
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D Comparing different Mechanical Strain Definitions

In Section 5.2, different strain measures have been introduced. The logarithmic strain εlog(also known as Hencky strain) is widely used for large deformations, and the engineering
strain εeng refers to small deformations. It is often difficult to decide whether large or small
deformations exist in practical applications. The mechanical strain is also used to describe
the volumetric strain, which is the change in volume ∆V divided by the initial volume V0 orthe volume swelling degree Q. Both volume measures are very important to characterize
hydrogels for different applications. Likewise, linearized or non-linear models can be applied
to describe the mathematical background.

Table D.1 illustrates examples where the new length and the volume change (volumetric
strain) are calculated for small, moderate and large thermal expansion values. The thermal
expansion is defined by the thermal strain εth, which is the product of the thermal expansion
coefficient α and the temperature change ∆T . Exemplarily, thermal strain will be set to εth =

0.01 to model small deformations, to εth = 0.1 to model moderate deformations and to εth =

1.0 to model large deformations. It should be noticed that the swelling rates of hydrogels can
be even larger than one. The initial length l0 has been set to 10 units.

The logarithmic strain is also referred as true strain in mechanical engineering and de-
scribes both, large and small deformations correctly. In the second column of Table D.1, the
new length and the volume change has been analyzed for all three strain ranges. One can
clearly observe a non-linear relationship between these steps. The thermal strain was en-
larged by the factor of ten between all three case. The length and volume change between
small and moderate strain scales linear but the change between moderate and large defor-
mations is much higher as expected by the linear theory.

The logarithmic strain can by understood as a series of tiny linear strain changes, which
are applied during the thermal swelling process. It is approximated by a slow increase of
the stimulus temperature change in, for example 100.000 sub-steps. The volume change is
calculated exactly for a cubic volume of the hydrogel. Results are in the third column, which
is referred incremental change in Table D.1. The results are identical to the logarithmic case.

Column number four is related to the engineering strain theory. Results are identical to
the logarithmic strain theory for small deformations, results are acceptable for moderate de-
formations but results differ strongly for large deformations. As a design rule, logarithmic
strain measures must be applied for deformations, which are in the order of ε = 0.1 or larger.
If the number of steps for the incremental change in column three is reduced to 1, it gives
identical results to the engineering strain approach. Such a one-step change is listed in col-
umn number five of Table D.1.

Finally, the volume change is linearized in column number six. Both, the new length and
the volumetric strain vary linearly with the thermal strain. A linearization of the volume
change is acceptable for small and moderate deformations but shows wrong results for
a large thermal strain. The theoretical background of the volumetric strain is shown in
Equation D.1:

∆V

V0
=

l3 − l30
l30

= (1 + ε)3 − 1 = ε3 + 3ε2 + 3ε (D.1)

163



D Comparing different Mechanical Strain Definitions
For very small strains like ε ≤ 0.01, the higher order terms of Equation D.1 can be ne-

glected leading to the assumption, which is used in column number six:
∆V

V0
= ε3 + 3ε2 + 3ε

ε ≪ 1
≈ 3ε = εx + εy + εz (D.2)

Supporting Table D.1, a MathCAD script of the examples is provided in Appendix E.5. The
theory of logarithmic strain is activated by the command “nlgeom,on” in the finite element
programANSYS. It requires an iterative solution procedure in order to calculate the true strain
and the true stress result data.

For modeling and simulation of hydrogels, the measured volume swelling degree Q is
mapped to the instantaneous coefficient of thermal expansion (ICTE). If the approach is im-
plemented correctly, the measured length or volume changes are identical to the simulated
values. As shown in Figure 5.2 and discussed in Section 5.2.3, the ICTE functions can either
be adapted to the logarithmic strain theory (case 1) or to the engineering strain theory (case 2).
The ICTE functions are different for both cases. On the other hand, if case 1 is simulated with
“nlgeom,on” in ANSYS and the case 2 is simulated with “nlgeom,off”, the swelling results are
identical because the same theory was applied for both cases. However, logarithmic strain
should always be activated for large deformations in real applications.
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E Supporting Documents
E Supporting Documents

In this chapter, an overview of the supporting documents is provided, which help to better
trace assumptions. The provided scripts require the following programs:

xmcd-files: Mathcad 15.0
m-files: Matlab 2015a
MF toolbox: Matlab 2020a

E.1 Analytic Static Swelling

PhysicoStaticF.m Matlab source code: Analytic static swelling behavior used to plot
Figure 3.1

PhysicoStaticD.xmcdMathcad File: Analytic static swelling behavior derived from the
Helmholtz free energy equation

E.2 FEM - Matrix Method

ThermalBeam.xmcd Mathcad File: Analytical example file to calculate the deflection of
the FEM Matrix Method described in Section 3.1.2

E.3 8 Node Finite Element Routine

8NodeFEM.m Matlab source code: Routine to implement an 8 node plane ele-
ment for Section 3.1.2 8 node plane element with plane stress

8NodeFEM.inp Ansys source code: Ansys Routine to verify the Matlab routine
E.4 FEM - Script to create the CTEX table data

hydexp_nonlinfit.m Matlab source code: Script to automatically create the CTEX table
data for ANSYS APDL as described in Appendix C

v2_AdvA.xmcd
Mathcad File: Analytical example of the implementation of the
thermal expansion coefficient in ANSYS to implement the volume
phase-transition

ANSYSrun.inp Ansys APDL: Source Code of the swelling hydrogel Actuator im-
plementing the volume phase-transition behavior.

E.5 Comparison of Solid Mechanics

SolidMech.xmcd Mathcad File: Comparison of Hook’s law with engineering and
Hencky strain and the Mooney Rivlin solid.

voluchange.xmcd Mathcad File: Numerical example of the different lengths and vol-
umetric strains
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