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Abstract

Industrial development processes as well as research in physics, materials and engineering science rely on computer modelling and simulation techniques today. With increasing computer power, computations are carried out on multiple scales and involve the analysis of coupled problems. In this work, continuum modelling is therefore applied at different scales in order to facilitate a prediction of the effective material or structural behaviour based on the local morphology and the properties of the individual constituents. This provides valuable insight into the structure-property relations which are of interest for any design process.

In order to obtain reasonable predictions for the effective behaviour, numerical models which capture the essential fine scale features are required. In this context, the efficient representation of discontinuities as they arise at, e.g. material interfaces or cracks, becomes more important than in purely phenomenological macroscopic approaches. In this work, two different approaches to the modelling of discontinuities are discussed: (i) a *sharp interface* representation which requires the localisation of interfaces by the mesh topology. Since many interesting macroscopic phenomena are related to the temporal evolution of certain microscopic features, (ii) *diffuse interface* models which regularise the interface in terms of an additional field variable and therefore avoid topological mesh updates are considered as an alternative.

With the two combinations (i) Extended Finite Element Method (XFEM) + sharp interface model, and (ii) Isogeometric Analysis (IGA) + diffuse interface model, two fundamentally different approaches to the modelling of discontinuities are investigated in this work. XFEM reduces the continuity of the approximation by introducing suitable enrichment functions according to the discontinuity to be modelled. Instead, diffuse models regularise the interface which in many cases requires even an increased continuity that is provided by the spline-based approximation. To further increase the efficiency of isogeometric discretisations of diffuse interfaces, adaptive mesh refinement and coarsening techniques based on hierarchical splines are presented. The adaptive meshes are found to reduce the number of degrees of freedom required for a certain accuracy of the approximation significantly.

Selected discretisation techniques are applied to solve a coupled magneto-mechanical problem for particulate microstructures of Magnetorheological Elastomers (MRE). In combination with a computational homogenisation approach, these microscopic models allow for the prediction of the effective coupled magneto-mechanical response of MRE. Moreover, finite element models of generic MRE microstructures are coupled with a BEM domain that represents the surrounding free space in order to take into account finite sample geometries. The macroscopic behaviour is analysed in terms of actuation stresses, magnetostrictive deformations, and magnetorheological effects. The results obtained for different microstructures and various loadings have been found to be in qualitative agreement with experiments on MRE as well as analytical results.
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Part I

Fundamentals
1 Introduction

Multi-material lightweight designs and active devices with characteristic microscopic material structures are the key feature for the development of innovative products. The computer-aided design of these sophisticated structures requires efficient numerical methods for the solution of the underlying coupled field problems. These techniques also have to take into account the multi-scale nature of the materials and components. Multi-scale modelling approaches provide valuable insight into the structure-property relations of the investigated novel materials as they predict the effective behaviour based on the local morphology and the material behaviour of the individual constituents. They also provide knowledge about the local fields within the heterogeneous material structure. In order to obtain reasonable predictions for the effective material behaviour, numerical models which capture the essential fine scale features are required. In this context, the efficient representation of discontinuities as they arise at, e.g. material interfaces or cracks, becomes more important than in purely phenomenological macroscopic approaches. Since many interesting macroscopic phenomena are related to the temporal evolution of certain microscopic features such as the decomposition and coarsening of different material phases or the initiation and propagation of cracks, modelling techniques have to capture these evolutions in a robust and efficient way.

In this work, magnetoactive polymers will be considered as an example for the large variety of active materials with a distinct local material structure. The coupled magneto-mechanical behaviour of these novel materials will be modelled on a fine scale that still allows for the application of continuum theories. Homogenisation techniques are used to analyse structure-property relations for different local material structures. The theory of the coupled magneto-mechanical boundary value problem including the used constitutive relations will be outlined in Part [I]. Part [II] is dedicated to the extended finite element modelling of the microstructure. This method facilitates the representation of material interfaces in a regular non-conforming mesh by incorporating discontinuous functions into the approximation. In Part [III] spline-based, so-called isogeometric, approximations are introduced as an alternative discretisation approach. The numerical properties of both methods are first analysed for the coupled problem for classical sharp interface representations. Eventually, the superior regularity of the spline basis is used to discretise diffuse interface models which require a higher-order continuity of the approximation and the representation of strong gradients.

1.1 Magnetorheological Elastomers

Field-controllable functional polymers represent a new class of applied materials which exhibit a strong coupling of their response to mechanical and non-mechanical, e.g. electric or magnetic, loads. A prominent example are Magnetorheological Elastomers (MRE) [31, 46]. In the simplest case, MRE represent a two-component system in which magnetisable particles are embedded in a cross-linked non-magnetic polymer. The characteristic length of the local material structure on the microscale is determined by the size of the particles which is typically in the range of several microns, Fig. [1.1]. On the macroscale, i.e. the component
1 Introduction

Figure 1.1: Magnetorheological elastomers: (a) hierarchical material structure at two distinct length scales. The effective stiffness $C$ can be altered and mechanical deformations can be induced by the application of an external magnetic field $B$. (b) photo micrograph of randomly distributed magnetisable particles in a liquid polymer without any external magnetic induction ($|B| = B = 0$), and (c) formation of chain-like clusters of magnetised particles aligned with the external magnetic induction $B > 0$.

level, the material is assumed to be homogeneous with characteristic magneto-mechanical coupling effects. Depending on the local morphology it can be convenient to introduce additional scales, e.g. a mesoscale where particle clusters are treated as a homogeneous medium with effective properties. Moreover, the definition of the different scales is not unique. In the physics community the particle level is often referred to as the mesoscale.

The spatial distribution of the magnetisable particles in an MRE can be either isotropic or anisotropic [18, 85, 181, 182, 233] depending on whether the particles have been aligned by an applied magnetic field before the cross-linking of the polymer. MRE with an isotropic distribution of magnetic particles are synthesised by cross-linking of a polymer melt with well-dispersed particles without any external field ($|B| = B = 0$), Fig. 1.1(b). If a homogeneous magnetic field $B$ with $B > 0$ is applied to a polymer melt with magnetisable particles, chain-like particle structures can be obtained, see Fig. 1.1(c).

An external magnetic field induces interactions between the magnetised particles and may even cause an evolution of the local material structure due to particle migration. As a consequence of the microscopic interactions and morphological changes, MRE feature two major magneto-mechanical coupling effects [67, 82, 200]:

- **Magnetorheological effect**, i.e. magnetically induced changes of mechanical moduli,

- **Magnetostrictive effect**, i.e. magnetically induced deformations and mechanical actuation stresses.

These features make MRE very attractive for a variety of technical implementations, especially diverse actoric devices. Since the effective coupled magneto-mechanical behaviour is of special interest in these applications, an in-depth understanding of the structure-property relations in MRE is required. A multi-scale modelling approach will be followed in this work to simulate the material behaviour of MRE because the effective response on the macroscale is determined essentially by the MRE microstructure, i.e. the properties of the individual material phases and their geometrical arrangement in the composite, Fig. 1.1(a). Beside MRE, the proposed modelling strategy is suitable to capture the behaviour of any magnetoactive composite [52].
1.2 Modelling of Magnetorheological Elastomers

Magnetostrictive and magnetorheological effects have been studied by two principal modelling approaches, namely discrete models which consider dipole-dipole interactions and purely phenomenological continuum formulations. Both methods are essentially based on the minimisation of a free energy functional. These functionals consist of an elastic energy accounting for the mechanical deformation of the MRE and a magnetic term that arises from interactions between the magnetisable particles placed in an external magnetic field. Discrete models have been employed to analyse the influence of the microscopic particle arrangement on the macroscopic magneto-mechanical response. Ivaneyko et al. [100, 101, 103] investigated the effect of different particle arrangements for infinite regular lattices. As a consequence of the regular particle distributions, contraction of the samples in the direction of the applied magnetic field is predicted which is rarely observed in experiments, e.g. in [40, 233] for chain-like microstructures. More commonly MRE exhibit an elongation in the direction of the magnetic field [43, 51, 233] for both isotropic and anisotropic particle structures. According to Han et al. [88] the consideration of irregular microstructures, e.g. wavy chains, is required to model this behaviour. Further interesting aspects which can affect the magneto-mechanical response of the discrete models are the influence of a finite sample size [102, 234, 235] and the required assumption on the coupling of the elastic and magnetic behaviour. In the models above affine deformations, i.e. a homogeneous deformation which neglects the underlying microstructure and the local particle-particle interactions, have been utilised. Pessot et al. [165] have demonstrated recently that this assumption leads to increasingly erroneous results if more realistic irregular particle distributions are considered. The same has to be expected for very soft, weakly crosslinked polymer matrices in which the flexibility of polymer sub-chains between cross-links allows for a considerable degree of particle motion.

The second major approach to the modelling of the magneto-mechanical behaviour are continuum models which have been used in two different ways. Firstly, they can be applied to describe the overall macroscopic behaviour of MRE. That is, models which consider microscopic features such as the orientation of particle chains in a phenomenological way can be fitted to experimental data. A recent formulation by Danas et al. [43] based on the theory developed by Kankanala and Triantafyllidis [111] accurately reproduces experimental results for small and large external magnetic fields. Further continuum theories have been presented by de Groot and Suttorp [48], Eringen and Maugin [63], Brigadnov and Dorfmann [23], Dorfmann and Ogden [55], Bustamante and Ogden [28], and Han et al. [88, 87]. On the other hand, continuum models can be used to describe the material behaviour of particles and polymers on the microscopic scale. The effective macroscopic response of the heterogeneous material can then be predicted using homogenisation techniques. To this end, relations between microscopic field variables and their effective macroscopic values are established in terms of volume averages. Suitable equivalence criteria, e.g. the energy equivalence postulated by Hill [94], are used to compute the effective behaviour taking into account the microscopic morphology as well as the material behaviour of the individual constituents. Comprehensive reviews on the method can be found in, e.g., [78, 112, 168]. Regarding the application to magneto-mechanical problems, different formulations of the field problem and boundary conditions for the homogenisation process have been presented by Chatzigeorgiou et al. [34]. In several works by Ponte Castañeda et al. [170, 171] and Galipeau et al. [73, 74, 75] analytical homogenisation schemes which are limited in terms of the material behaviour and the complexity of the local material structure have been applied.
1 Introduction

Diffuse Interface

Figure 1.2: Two approaches to the modelling of interfaces: (a) In sharp interface models the internal boundaries have to be localised and the discontinuities of the field variables $y$ and their derivatives have to be modelled. (b) Diffusive interface models regularise the discontinuity in terms of a continuously varying order parameter $\phi$ which represents an additional field variable. In this way an explicit localisation of interfaces can be avoided in the numerical models.

If the considered microstructure is complex and cannot be described analytically, homogenisation techniques can be combined with numerical models of the local material structure based on finite element discretisations which remove restrictions that are typical for analytic methods, e.g. regarding the particle shape and the material behaviour. Predictions for the macroscopic response are either made in terms of effective properties, characteristic curves or the computational multi-scale simulation involving a direct coupling of the numerical models of different length scales. Applications can be found in, e.g., [106, 141, 230] for magneto-mechanical and in [142, 180] for electro- and electro-magneto-mechanical field problems. This approach will be used in this work.

1.3 Numerical Modelling of Discontinuities

For the computational homogenisation approach numerical models of the local material structure have to be generated. These microscale models have to account for material interfaces, cracks, or localisation phenomena which require the approximation of non-smooth fields such as the representation of discontinuities, singularities, and high gradients. With respect to MRE, in particular the modelling of material interfaces is of interest in this work, Fig. 1.2. They can be modelled by two principal approaches:

(i) Sharp interface models: Classical continuum theories treat internal boundaries as a sharp interface, Fig. 1.2 (a). That is, the governing equations of the field problem describe the physical behaviour in the homogeneous material phases while jump conditions state the continuity requirements between different phases in the analysis domain. In the case of material interfaces the primary field variables are required to be continuous across the interface while jumps may occur for certain components of their gradient. This is called a weak discontinuity. The numerical solution of sharp interface models therefore requires the localisation of the interfaces and the approximation of the discontinuous field variables. Moreover, the evolution of the microstructural features will involve topological changes of the discretisation.
(ii) **Diffuse interface models:** This approach treats interfaces in a smeared manner which is achieved through a continuously varying order parameter, Fig. 1.2 (b). This additional field variable \( \phi \) accounts for the spatial distribution of different material phases and the associated material properties, e.g. in terms of rules of mixture. Such an approach allows to fully capture the physics at the interfaces without the need to explicitly locate them. In this way topological changes are avoided in the discrete models and structured meshes can be employed. Therefore, diffuse interface representations and phase-field models [197] are widely used to simulate phase transformations and structural evolution processes.

The discretisation of classical continuum models and the associated sharp interface representation can be accomplished by the standard Finite Element Method (FEM), Fig. 1.3 (a). It utilises approximations based on Lagrangian polynomials which provide \( C^0 \) continuity across the boundaries of individual elements. Therefore, weak discontinuities between different material phases are modelled by conforming meshes, i.e. material interfaces are represented explicitly by element edges or faces. However, for complex microstructures the process of mesh generation can be a tedious task. In order to enable a more flexible modelling of internal discontinuities and to improve the accuracy and efficiency in comparison to the standard FEM, two alternative discretisation methods are in the focus of this work:

(i) **Extended FEM (XFEM):** This method introduced by Belytschko et al. [9, 145] uses an enriched approximation based on Lagrangian polynomials which allow for the representation of discontinuities and singularities in non-conforming meshes, i.e. material interfaces may intersect element domains, see Fig. 1.3 (b). XFEM therefore provides an effective means for the discretisation of different particle arrangements required for the analysis of MRE.

(ii) **Isogeometric FEM (IGAFEM):** In this approach developed by Hughes et al. [99] conforming meshes and approximations based on different types of splines are utilised. The spline basis leads to a reduced overall error compared to Lagrangian basis functions. It can also provide higher-order continuity which is required for the efficient discretisation of diffuse interface models that typically involve higher than second-order spatial derivatives. However, the increased regularity results in a non-interpolatory basis, Fig. 1.3 (c).

A comparison of major features of these discretisation techniques is given in Tab. 1.1. Apart from the stated differences all approaches are essentially finite element methods. The derivation of the governing discrete equations starts from a weak form of the problem using compactly supported approximations which allow for an element point of view. In the following XFEM and IGA FEM will be briefly reviewed.

**XFEM [9, 145] offers the possibility to use non-conforming meshes which do not have to be adapted to internal details, e.g. cracks or material interfaces. Instead the location of the discontinuity is located implicitly in terms of a level set [9, 159, 202, 204] and the physical behaviour is modelled by a local enrichment of the approximation. In order to handle discontinuous integrands, the element domains which are intersected by a discontinuity are divided into integration subdomains, Fig. 1.3 (b). Originally, XFEM was applied to model strong discontinuities, i.e. jumps in the primary field variables, as they occur at a crack [44, 135]. In this case XFEM enables the simulation of crack growth without remeshing as the mesh is virtually independent of the crack topology. In rapid succession the method**
Table 1.1: Comparison of FEM, XFEM, and IGAFEM [41]

<table>
<thead>
<tr>
<th>Feature</th>
<th>FEM</th>
<th>XFEM</th>
<th>IGAFEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Representation of geometry</td>
<td>Explicit</td>
<td>Implicit (Level-sets)</td>
<td>Explicit</td>
</tr>
<tr>
<td>Mesh</td>
<td>Conforming</td>
<td>Non-conforming</td>
<td>Conforming</td>
</tr>
<tr>
<td>Basis</td>
<td>Polynomial</td>
<td>Enriched, polynomial</td>
<td>Splines</td>
</tr>
<tr>
<td>Interpolation property</td>
<td>Interpolatory</td>
<td>Non-interpolatory</td>
<td></td>
</tr>
<tr>
<td>Field variables defined at</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geometry</td>
<td>Approximate</td>
<td>Exact (in terms of CAD)</td>
<td></td>
</tr>
<tr>
<td>Continuity</td>
<td>$C^0$</td>
<td>Higher-order</td>
<td></td>
</tr>
<tr>
<td>Refinement</td>
<td>$hp$-refinement</td>
<td>$hpk$-refinement</td>
<td></td>
</tr>
<tr>
<td>Pointwise positiveness</td>
<td>Not guaranteed</td>
<td>Pointwise positive</td>
<td></td>
</tr>
</tbody>
</table>

has been used to model material interfaces [9, 114, 144, 204] which represent weak discontinuities in the mechanical boundary value problem. The combination of XFEM with cohesive zone models facilitates the modelling of interface failure [95, 115, 152]. XFEM has also been applied to non-mechanical problems, e.g. dielectric interfaces with constant values of the electric potential are modelled in [173], and the failure of electro-mechanically coupled solids is analysed by elements with embedded discontinuities in [130]. The problem of fracture in magnetoelastics is modelled by XFEM in [174]. Moreover, XFEM offers the possibility to convert CT scans into numerical analysis models [126]. Different from voxel approaches [96, 97, 118] stepped interface representations which result in oscillations of the local field variables in the vicinity of material interfaces are avoided. A comprehensive review of methodological issues of XFEM and various applications is given by Fries and Belytschko [71].

As mentioned above, spline-based discretisations are considered here because of their superior efficiency and continuity properties. However, the idea originates from the demand to remove the disjunction between geometric component models, commonly described by NURBS in Computer Aided Design (CAD) software, and FE analysis, often relying on Lagrangian polynomial approximations of geometry and field variables. Therefore, the concept of Isogeometric Analysis (IGA) was developed by Hughes et al. [99]. The central idea of IGA is to directly use CAD geometry representations to approximate field variables in the numerical model. This essentially eliminates the need for meshing of component models. Hence, the geometric discretisation errors resulting from the approximation of the geometry by Lagrangian polynomials are eliminated – the geometry used in the analysis is exactly the one defined by CAD. As a consequence, any mesh refinement required to resolve high gradients, etc. starts from the exact geometry. Isogeometric finite element analysis has been applied to a variety of problems. They include structural vibration analysis [42], fluid-structure interaction [7, 6, 8], electromagnetics [27, 212] and shape optimisation [222] as well as damage modelling [214, 215, 216] and contact problems [49, 208]. The approach has also been used with partition of unity based methods including XFEM [12, 50, 86]. Since CAD models are commonly given in terms of a NURBS-based surface description, the method is extensively applied to the analysis of shell-like structures [12, 13, 58, 120]. Throughout these different fields of application IGA has been found to allow for efficient FE formulations [7, 26]. More detailed reviews on isogeometric discretisations can be found in [41, 156].
1.3 Numerical Modelling of Discontinuities

Figure 1.3: Application of the discretisation methods considered in this work to model a bimaterial problem consisting of a circular inclusion (grey) embedded in a square domain of different material properties: (a) standard FEM using bilinear Lagrangian polynomials \((p = 1)\) and conforming meshes, (b) XFEM using linear Lagrangian polynomials and non-conforming meshes. Material interfaces are modelled by an enriched approximation which requires additional degrees of freedom at nodes whose support is intersected by the discontinuity and a further subdivision of the element into integration subdomains, and (c) minimal IGAFEM mesh based on biquadratic NURBS \((p = 2)\) shape functions which represent the geometry of the circular inclusion exactly. Due to the non-interpolatory basis, control points may not lie on element edges.

The higher-order continuity obtained from the spline basis makes isogeometric discretisations attractive for the combination with phase-field models \([36, 60, 143, 197]\) which use a diffuse interface representation. In this way, the material interface still considered in XFEM is replaced or regularised by a steep gradient of the order parameter. Consequently, difficulties related to the consistent update of the interface location as well as the need for element subdivision, which actually represents a topological update, are eliminated. Since phase-field models generally involve higher than second-order partial differential operators, which impose continuity requirements that cannot be fulfilled by standard \(C^0\)-continuous Lagrangian polynomials, spline-based approximations are of special interest and facilitate a direct discretisation of the resulting weak forms \([80]\).

Despite its advantages that have been demonstrated in numerous applications, isogeometric analysis faces severe mathematical and methodological challenges. Probably the most urgent have to be seen in ensuring higher-order continuity of the approximation for arbitrary geometries, and in the need for 3D solid models. That is, a suitable volume analysis mesh has to be derived from the surface representation of the structure, a task for which efficient new procedures are needed. A few attempts have been made starting from a triangulation of the boundary \([136, 224, 231]\) or spline-based surface descriptions \([232]\). However, those procedures are complex and restricted to very specific model geometries and, hence, the problem remains a topic of ongoing research. An interesting alternative could be seen in the finite cell or immersed boundary approaches \([57, 176, 217]\) which share certain common features with XFEM.
1.4 Outline

In the main part of this work, the numerical discretisation techniques introduced in the preceding section are combined with homogenisation techniques to predict the effective magneto-mechanical behaviour of MRE. Beyond that, ideas for the efficient modelling and simulation of structural evolution processes are discussed. The presented results have been obtained in the framework of the European Centre for Emerging Materials and Processes (ECEMP) Dresden, within the Priority Programme (SPP) 1681 Field controlled particle matrix interactions: synthesis, multiscale modelling and application of magnetic hybrid materials, and during a research visit to the University of Glasgow. In addition, first results regarding isogeometric phase-field modelling and adaptive hierarchical refinement strategies which will be further investigated in the SPP 1713 and the SPP 1748 have been included. Hence, this work is based on eight journal publications whose contents has been updated and complemented:


In particular the remainder of this first part which will give an introduction to the continuum formulation of the coupled magneto-mechanical boundary value problem, has been compiled from three different publications to provide a coherent statement of the underlying boundary value problems for the case of finite deformations. After a brief review of the required
foundations of continuum mechanics, the mechanical and magnetic field problems, as well as the coupling of both boundary value problems will be explained. An outline of the applied constitutive models and the presentation of two demonstration problems with available analytical solution complete this introduction.

The second part is dedicated to the XFEM modelling of magneto-mechanical boundary value problems. At first, the non-standard discretisation approach of XFEM is explained and advanced procedures for the localisation of interfaces and the quadrature of the weak form are introduced. The developed methods are verified and their numerical properties are analysed in a convergence study. The following two chapters illustrate the application of XFEM to model the microstructure in MRE. Using homogenisation techniques, the effective magneto-mechanical material behaviour is predicted for unit cell models and more complex random, isotropic and anisotropic particle distributions. The simulated magnetostrictive effect is found to be in very good agreement with experimental results.

The final part reviews isogeometric analysis and presents its application to model magneto-mechanical problems and structural evolution processes. At first, spline basis functions as well as the essential concept of Bézier extraction that allows for a seamless transition from standard FEM towards isogeometric analysis are explained. Following a numerical convergence study which demonstrates the superior numerical properties of IGA, isogeometric finite element analysis is coupled to an isogeometric boundary element method in order to analyse magnetic boundary value problems defined on open domains in an efficient way. Motivated from magnetically induced structural evolution processes observed in MRE, isogeometric discretisations of phase-field models are developed and combined with adaptive spatial discretisations based on hierarchical meshes. The described methods will be applied in future work to simulate the microstructure evolution in MRE as well as the crack propagation in heterogeneous materials.
2 Boundary Value Problems

[**KMG+13, SKG+13, SMKU14**]

The modelling of the coupled magneto-mechanical behaviour on different scales is accomplished in this work by continuum theories, i.e., models that describe physical processes in terms of scalar or tensorial field variables which are functions of space and time, [1, 2, 90, 98, 211]. The atomistic structure of matter is completely disregarded. Instead, the material behaviour is taken into account by phenomenological constitutive models which can, and to a certain extent have to, be motivated by the underlying material structure in order to produce reasonable result. Parameters of these models can be obtained either from testing of specimens or, as proposed in this work, by multi-scale modelling approaches assuming a hierarchical and heterogeneous local morphology.

The mathematical modelling in terms of a continuum approach leads to a set of governing equations which define the temporal and spatial variation of the involved field variables. Together with appropriate boundary conditions which prescribe values of the field variables on the boundary of the considered domain, they define a boundary value problem. The set of governing equations consists of general kinematic relations, balance equations and the above mentioned constitutive relations which account for the material behaviour. In this chapter the governing equations of the mechanical, the magnetic, and the coupled magneto-mechanical boundary value problems will be summarised. All equations are stated with respect to the current configuration described in terms of a Cartesian frame using mostly index notation and the Einstein summation convention.

2.1 Kinematics

A set of material particles defines a material body $B$ which assumes different configurations due to deformation caused by mechanical and non-mechanical loads, Fig 2.1. At the time $t = t_0$, the material body occupies the domain $\Omega_0$ with volume $V_0$ separated from its surrounding by the boundary $\partial\Omega_0$. This state is called reference configuration. Material particles are identified by the coordinates of their position vector $X$. At a time $t > t_0$, the body reaches a current configuration with domain $\Omega$, boundary $\partial\Omega$ and volume $V$. The material particle $X = X_K e_K$ is then located at the spatial position $x = x_k e_k$. In the index notation, lower case indices indicate reference to the current configuration while quantities with capital indices are related to the reference configuration. The coordinates $X_K$ are typically called material or Lagrangian coordinates, while $x_k$ are referred to as spatial or Eulerian coordinates.

The motion of the material body defines a generally non-linear relation between both configurations. This bijective map is given by $x = \chi(X, t)$, in the following abbreviated by

$$x_k = x_k(X_L, t).$$

(2.1)
Figure 2.1: Mechanical and non-mechanical loads cause a motion $\chi$ of the material body $\mathcal{B}$. Material points identified by their position $X$ in a defined reference configuration can be tracked in terms of their current spatial position $x$.

If the same Cartesian frame is used for both configurations, the displacement $u(X, t)$ is defined as the difference between its current and original position of a material particle

$$u_K(X_L, t) = \delta_{Km} x_m(X_L, t) - X_K .$$

(2.2)

The velocity $v(X, t)$ is the rate of change of the position vector for a material point

$$v_K(X_L, t) = \frac{\partial u_K(X_L, t)}{\partial t} = \dot{u}_K(X_L, t) .$$

(2.3)

i.e. the time derivative of $u(X, t)$ with $X$ held constant $[10]$ and hence a material or total time derivative. Corresponding spatial descriptions can be obtained by exploiting the motion map (2.1), i.e.,

$$u_k(x_l, t) = \delta_{kM} u_M(x_l(X_N, t), t)$$

(2.4)

$$v_k(x_l, t) = \delta_{kM} v_M(x_l(X_N, t), t) .$$

(2.5)

The partial derivative of the motion with respect to the Lagrangian coordinates

$$F_{kL} = \frac{\partial x_k(X_M, t)}{\partial X_L} = x_{k,L}$$

(2.6)

is defined as deformation gradient $F$. From a physical point of view, the deformation gradient relates a differential line element in the current configuration to its reference state

$$dx_k = F_{kL} dX_L .$$

(2.7)

Similar transformations for infinitely small volume ($dV$) and surface elements $dS$ are given by

$$dV = J dV_0$$

(2.8)

$$dS_k = J F_{Lk}^{-1} dS_L .$$

(2.9)
These formulae involve the determinant \( J = \det(F_{kL}) > 0 \) of the deformation gradient \( F \) and its inverse
\[
F_{kl}^{-1} = \frac{\partial X_K(x_m, t)}{\partial x_l}. \tag{2.10}
\]

Since the deformation gradient is related to the transformation of infinitesimal line elements, it enables the definition of suitable deformation measures, e.g., the left (\( b \)) and right (\( C \)) Cauchy-Green deformation tensors
\[
b_{kl} = F_{kM}F_{lM} \tag{2.11}
\]
\[
C_{KL} = F_{mK}F_{mL}. \tag{2.12}
\]

Different from the deformation gradient \( F \) the deformation tensors do not contain contributions from rigid body rotations. Alternatively, the Euler-Almansi (\( e \)) or Green-Lagrange (\( E \)) strain tensors
\[
e_{kl} = \frac{1}{2} (\delta_{kl} - b_{kl}^{-1}) \tag{2.13}
\]
\[
E_{KL} = \frac{1}{2} (C_{KL} - \delta_{KL}) \tag{2.14}
\]
can be used. In the limit case of small deformations both strain tensors coincide with the infinitesimal strain tensor
\[
\varepsilon_{kl} = \frac{1}{2} (u_{k,l} + u_{l,k}) \tag{2.15}
\]
which is defined as the symmetric part of the displacement gradient \( u_{k,l} \).

Another kinematic measure is the rate of deformation
\[
D_{ij} = \frac{1}{2} (v_{i,j} + v_{j,i}) \tag{2.16}
\]
computed as the symmetric part of the velocity gradient
\[
L_{ij} = \frac{\partial v_i}{\partial x_j} = v_{i,j} = F_{iK}^{-1} F_{Kj}. \tag{2.17}
\]

### 2.2 Mechanical Boundary Value Problem

In this section the governing equations of the mechanical boundary value problem will be specified. The conservation of the total mass of the material body is stated in local form by
\[
\rho = \frac{\rho_0}{J}. \tag{2.18}
\]
where \( \rho \) and \( \rho_0 \) denote the mass density with respect to the current and reference configurations, respectively.

The mechanical stress tensor \( \sigma \) has to fulfill the balances of linear momentum
\[
\sigma_{kl,k} + \rho (f_l - \dot{v}_l) = 0 \tag{2.19}
\]
and angular momentum. The latter results in the symmetry of the stress tensor

$$e_{kln} \sigma_{lm} = 0. \quad (2.20)$$

In equation (2.19) $$\sigma$$ is the Cauchy stress tensor, $$e$$ represents the permutation tensor, and $$f$$ denotes the mechanical body force density. In the case of static mechanical problems, inertia body forces $$\rho \dot{\mathbf{v}}$$ are neglected.

The behaviour across a material interface $$\Gamma_d$$ is defined in terms of jump conditions which occur during the transition from the global to the local form of the balance equations. The displacement field is supposed to be continuous across an interface. The same holds for the traction vector $$t_l = \sigma_{kl}n_k$$ unless an additional surface traction $$p$$ is applied.

$$[u_k] = 0 \quad (2.21)$$

$$[\sigma_{kl}] n_k + p_l = 0. \quad (2.22)$$

In the equations above $$[\cdot] = (\cdot)^+ - (\cdot)^-$$ is the jump of a physical quantity across $$\Gamma_d$$ with the unit normal vector $$n$$ pointing from the subdomain $$\Omega^-$$ to $$\Omega^+$$. Boundary conditions for the external boundary $$\partial \Omega$$ of the material material body are obtained from the jump conditions (2.21) and (2.22). On the part $$\partial \Omega_u$$ the essential condition

$$u_k = \hat{u}_k \quad (2.23)$$

holds for the $$k$$-th coordinate of the displacement vector. The natural boundary condition

$$\sigma_{kl}n_k = \hat{p}_l \quad (2.24)$$

is prescribed on $$\partial \Omega_p$$, where $$\hat{p}$$ is an external surface traction. In addition, $$\partial \Omega_u \cap \partial \Omega_p = \emptyset$$ and $$\partial \Omega_u \cup \partial \Omega_p = \partial \Omega$$ hold for each coordinate.

As for the deformation measures, various stress tensors can be defined with respect to the reference and current configurations. These different stress tensors are of special interest for the convenient formulation of constitutive models. The Cauchy stress tensor $$\sigma$$ represents the stresses in the current configuration. The weighted Cauchy stress tensor

$$\tau_{kl} = J \sigma_{kl} \quad (2.25)$$

is also known as Kirchhoff stress. The definition of further stress tensors [2, 10, 90] is based on the equivalence of infinitesimal surface forces $$df_k = t_k dS = t_0^k dS_0$$ in the current and reference configuration, respectively. From the relations

$$t_k = \sigma_{kl} n_l \quad (2.26)$$

$$t_0^k = P_{lk} n_L \quad (2.27)$$

and the transformation (2.9), which relates the infinitesimal surface elements $$dS_k = dSn_k$$ and $$dS_0 = dS_0 N_k$$ in the current and reference configuration, the definition of the non-symmetric first Piola-Kirchhoff stress tensor

$$P_{kl} = J F_{km}^{-1} \sigma_{ml} = F_{km}^{-1} \tau_{ml} \quad (2.28)$$

is obtained. A symmetric, purely material stress tensor is given by the second Piola-Kirchhoff
2.3 Stationary Magnetic Boundary Value Problem

![Mechanical and magnetic boundary value problems (BVP)](image)

Figure 2.2: Mechanical and magnetic boundary value problems (BVP): (a) internal surface $\Gamma_d$ with unit normal vector $\mathbf{n}$ separating the domain $\Omega$ of the material body into two domains $\Omega^+$ and $\Omega^-$, (b) mechanical BVP – prescribed displacements $\mathbf{u}$ on $\partial\Omega_u$, surface tractions $\mathbf{p}$ on $\partial\Omega_p$ as well as mechanical $(\rho f)$ body force densities in $\Omega$, and (c) magnetic BVP – prescribed vector potential $\mathbf{A}$ on $\partial\Omega_A$, current $\mathbf{k}$ on $\partial\Omega_k$ and current $\mathbf{j}$ in $\Omega$.

The continuum formulation of the electro-magnetic field problem is given by the Maxwell equations \[104\]. They constitute a system of four coupled partial differential equations. The equations have two major variants. The atomistic set of Maxwell equations uses total charges and total currents, including those in the material at an atomic scale. From statistics and suitable averaging procedures, a macroscopic set of Maxwell equations can be derived which only considers free charges and currents. The complicated processes in the material are instead described in terms constitutive relations for the polarisation and magnetisation. More details can be found in textbooks by de Groot and Suttorp \[48\] as well as Eringen and Maugin \[63\]. In the case of stationarity, the electric and magnetic fields decouple and can therefore be treated separately. In this contribution only magnetic fields are of interest. The local form of the Maxwell equations with respect to the current configuration reads in this case

\[
B_{k,k} = 0
\]

\[
e_{klm}H_{m,l} = j_k
\]

with the magnetic induction $\mathbf{B}$, the magnetic field $\mathbf{H}$ and the vector of free current density $\mathbf{j}$. The first equation is called Gauss’ law and states the solenoidality of the magnetic induction, i.e. the fact that no magnetic charges or monopoles exist. Equation \[(2.31)\], typically known as Ampere’s law, mathematically states the experience that magnetic fields are generated by electric currents.
At a surface of discontinuity $\Gamma_d$ the jump conditions

$$\begin{align*}
[B_i] n_i &= 0 \quad (2.32) \\
e_{ijk} [H^i_k] n_j - k_i &= 0 \quad (2.33)
\end{align*}$$

hold for the magnetic induction and field strength. Equation (2.32) represents the continuity of the normal component of the magnetic induction. If no current density $k$ acts on $\Gamma_d$, the tangential components of the magnetic field strength have to be continuous according to equation (2.33). A detailed derivation of the jump conditions is presented in [25].

The magnetic induction $B$ is related to the magnetic field $H$ by the general relation

$$B_k = \mu_0 (H_k + M_k) \quad (2.34)$$

where $\mu_0 = 4\pi \times 10^{-7} \text{N/A}^2$ is the permeability of free space. While equation (2.34) holds for any material, the choice of a constitutive relation for the magnetisation $M$ defines the material behaviour of a magnetisable material. Magnetic material models used in this work will be introduced in Section 2.6.

In order to solve the Maxwell equations (2.30) and (2.31), it is convenient to introduce a potential which a priori satisfies one of the equations. This potential then serves as the primary variable in an FE implementation and hence takes the role of the displacement field in a purely mechanical boundary value problem, Tab. 2.1. One possible choice is to use the magnetic vector potential $A$ which is related to the magnetic induction by

$$B_k = e_{klm} A_{m,l} \quad (2.35)$$

Consequently, the vector potential automatically satisfies Gauss’ law (2.30) and only (2.31) has to be considered for the solution of the stationary magnetic boundary value problem. In order to fully define the vector field $A$, a gauge condition for its divergence is required for three-dimensional problems. Often the Coulomb gauge

$$A_{k,k} = 0 \quad (2.36)$$

is applied. For the two-dimensional problems considered here, equation (2.36) is automatically satisfied. At a surface of discontinuity, equation (2.35) requires the tangential component of $A$ to be continuous, while the Coulomb gauge results in the continuity of the normal component. Therefore, the vector potential is continuous across $\Gamma_d$ and the jump condition (2.32) is replaced by

$$[A_k] = 0 \quad (2.37)$$

The boundary $\partial \Omega$ represents a special case of a surface of discontinuity. Boundary conditions can be deduced from the evaluation of the jump conditions (2.33) and (2.37). On the part $\partial \Omega_A$ of the external boundary the essential condition

$$A_k = \hat{A}_k \quad (2.38)$$

is imposed for the $k$-th coordinate of the vector potential. The part of $\partial \Omega$ with the natural boundary condition

$$e_{klm} H_m n_l = -\hat{k}_k \quad (2.39)$$

is labelled $\partial \Omega_k$. The prescribed value $\hat{k}$ has to represent the effects of any external magnetic field outside the domain $\Omega$ and of a surface current $k$ applied on $\partial \Omega_k$. For the well-posed
definition of the boundary conditions $\partial \Omega_A \cap \partial \Omega_k = \emptyset$ and $\partial \Omega_A \cup \partial \Omega_k = \partial \Omega$ have to be valid for each coordinate direction. A detailed discussion of the influence of gauging and the choice of different boundary conditions in vector potential formulations is presented by Stark et al. [196].

Alternatively to the vector potential, the magnetic scalar potential $\varphi$ defined by

\[ H_k = -\varphi_{,k} \quad (2.40) \]

can be used. Equation (2.40) automatically fulfills Ampère’s law (2.31) for the case of vanishing current densities. Similar to the vector potential, the scalar potential is continuous across $\Gamma_d$

\[ \llbracket \varphi \rrbracket = 0 \quad (2.41) \]

which automatically requires the tangential component $e_{ijk}[H_k] n_j = 0$ of the magnetic field to be continuous for vanishing surface current densities $k = 0$ and therefore corresponds to the jump condition (2.33). From equation (2.41) and the jump condition (2.32) for the magnetic induction the following essential and natural boundary conditions can be deduced:

\[ \varphi = \hat{\varphi} \quad \text{on} \quad \partial \Omega_{\varphi} \quad (2.42) \]

\[ B_k n_k = \hat{\eta} \quad \text{on} \quad \partial \Omega_{\eta} . \quad (2.43) \]

Again, for the well-posed definition of the boundary conditions $\partial \Omega_{\varphi} \cap \partial \Omega_{\eta} = \emptyset$ and $\partial \Omega_{\varphi} \cup \partial \Omega_{\eta} = \partial \Omega$ have to be valid for each coordinate direction.

The availability of two magnetic potentials rises the question of which formulation to use. In this work the magnetic vector potential is used as it provides more flexibility for future applications, i.e. it facilitates the simulation of instationary processes and the application of current densities. In addition, the resulting magneto-mechanical problem is of minimum-minimum type which enables the use of efficient solvers whereas the magnetic scalar potential ends up in a saddle point problem which excludes the use of certain efficient solution procedures [141, 142]. On the other hand, the scalar potential naturally comes along with a reduced number of degrees of freedom compared to the vector valued formulation. This is of interest especially for large and three-dimensional models as well as during the analysis of strongly coupled magneto-mechanical problems which generally require the simultaneous analysis of the magnetic and mechanical problem. Furthermore gauging is not required.

### 2.4 Coupled Magneto-Mechanical Boundary Value Problem

The formulations of the two previously outlined boundary value problems can be combined to specify a strongly coupled magneto-mechanical field problem which accounts for the following bidirectional coupling:

(i) *Mechanics $\rightarrow$ Magnetics:* The influence of mechanical deformations on the current magnetic fields are modelled in terms of continuum formulations and numerical procedures suitable for finite deformations.

(ii) *Magnetics $\rightarrow$ Mechanics:* The effect of magnetic forces and couples on the deformation of the material body is accounted in terms of magnetic contributions to the total stress tensor.
Constitutive Coupling: Magnetorheological and -strictive effects in the individual material phases can be represented by appropriate constitutive models.

Since the individual microscopic constituents, i.e. the magnetisable particles and the polymeric matrix, do not exhibit magnetorheological or magnetostrictive coupling effects (iii), constitutive models for the representation of these effects are beyond the scope of this work. However, microscopic interactions between the magnetisable particles result in magnetically induced macroscopic stiffness changes and deformations which are predicted using a multiscale approach outlined in Chapter 4.

While the effect of mechanical deformations on the magnetic field (i) is accounted for by the evaluation of the governing equations in the current configuration, the formulation of the mechanical boundary value problem presented in Section 2.2 has to be extended in order to represent the influence of the magnetic field on the mechanical deformations (ii). This is accomplished in terms of a magnetic body force density $f_m$

$$\sigma_{kl,k} + \rho (f_l - \dot{v}_l) + f^m_l = 0 \quad (2.44)$$

which according de Groot and Suttorp [48] is given by

$$f^m_k = \epsilon_{klm}B_lB_m + B_{l,k}M_l. \quad (2.45)$$

For convenience, the problems will formulated in terms of the symmetric total Cauchy stress tensor $\sigma^{\text{tot}}$ which has to fulfill the balances momentum identical to the purely mechanical case. The total stress

$$\sigma^{\text{tot}}_{kl} = \sigma_{kl} + \sigma^m_{kl} \quad (2.46)$$

can be split additively into a mechanical $\sigma$ and magnetic stress tensor

$$\sigma^m_{kl} = \frac{1}{\mu_0}B_kB_l - \frac{1}{2\mu_0}B_mB_m\delta_{kl} - B_kM_l + B_mB_m\delta_{kl} \quad (2.47)$$

which is in agreement with microscopic theories [48]. In the absence of any magnetisation $\sigma^m$ reduces to the Maxwell stress tensor. The magnetic body force and the stress tensor are related by $f^m_l = \sigma^m_{kl,l}$.

In the stationary coupled magneto-mechanical case, the total stress has to fulfill the balances of linear momentum

$$\sigma^{\text{tot}}_{kl,k} + \rho (f_l - \dot{v}_l) = 0 \quad (2.48)$$

and angular momentum which results in the symmetry of the total stress tensor

$$\epsilon_{klm}\sigma^{\text{tot}}_{lm} = 0. \quad (2.49)$$

Although the total stress tensor will always be symmetric, both mechanical and magnetic stress tensors lose their symmetry for anisotropic magnetic material behaviour. It is therefore preferable from a numerical point of view to decompose the total stress into the symmetric pseudo-mechanical $\varepsilon \sigma$ and pseudo-magnetic $\tilde{\sigma}$ stress tensors according to [63]

$$\sigma^{\text{tot}}_{ij} = \varepsilon \sigma_{ij} + \tilde{\sigma}_{ij}, \quad \varepsilon \sigma_{ij} = \sigma_{ij} + M_iB_j, \quad \tilde{\sigma}_{ij} = \sigma^m_{ij} - M_iB_j. \quad (2.50)$$
As a consequence of the introduction of the total stress tensor, the jump condition for the traction vector is formulated in terms of a total traction vector

$$\left[\sigma_{kl}^{tot}\right]n_k + p_l = 0 \quad (2.51)$$

The corresponding natural boundary condition

$$\sigma_{kl}^{tot} n_k = \hat{p}_l \quad (2.52)$$

is prescribed on $\partial \Omega_p$, where the effective external surface load $\hat{p}$ has to account for any contribution due to mechanical $t_l = \sigma_{kl} n_k$ and magnetic tractions $t_l^{m} = \sigma_{kl}^{m} n_k$ from the exterior of the material body as well as an applied mechanical surface load $p$. The continuity of the displacement field (2.21) also holds in the magneto-mechanical case. Hence, essential boundary conditions for the displacement are prescribed on $\partial \Omega_u$. Eventually, it can be noted that in the case of vanishing magnetic fields, the formulation of the coupled magneto-mechanical problem reduces to the mechanical field problem of Section 2.2.

In the preceding sections, the principal structure of boundary value problems that includes balance equations, kinematic relations or the definition of a magnetic potential, and constitutive equations accompanied by suitable boundary conditions was outlined. Table 2.1 compares the different sets of equations which govern the mechanical, magnetostatic and electrostatic boundary value problems. In the stationary magnetic and electric cases the governing equations are given by subsets of the Maxwell equations, i.e. two equations for each problem. One of these equations is automatically satisfied by the definition of a potential. In the mechanical case the problem is usually stated by the balance of momentum and the assumed kinematics. This kinematic relation actually represents the definition of a mechanical potential, namely the displacement field. This complete analogy to the magnetic and electric case becomes obvious if the compatibility conditions are explicitly considered. They are, as in the other cases, fulfilled by the definition of strain-displacement relation.

Table 2.1: Analogies of the mechanical, magnetic, and electric boundary value problems.

<table>
<thead>
<tr>
<th>Equations</th>
<th>Mechanical</th>
<th>Magnetic</th>
<th>Electric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Governing equations</td>
<td>$\sigma_{ij,i} + \rho f_j = 0$</td>
<td>$\varepsilon_{ijk} H_{k,j} = j_i$</td>
<td>$D_{i,i} = \varphi_e$</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_{ijk} \varepsilon_{lmn} \varepsilon_{nk,mj} = 0$</td>
<td>$B_{i,i} = 0$</td>
<td>$E_{i} = -\varphi_{,i}$</td>
</tr>
<tr>
<td>Potential</td>
<td>$\varepsilon_{ij} = \frac{1}{2} (u_{i,j} + u_{j,i})$</td>
<td>$B_{i} = \varepsilon_{ijk} A_{k,j}$</td>
<td>$E_{i} = -\varphi_{,i}$</td>
</tr>
<tr>
<td>Constitutive equations</td>
<td>$\sigma_{ij} = \sigma_{ij}(\varepsilon_{kl})$</td>
<td>$H_{i} = H_{i}(B_{j})$</td>
<td>$D_{i} = D_{i}(E_{j})$</td>
</tr>
<tr>
<td>Jump conditions</td>
<td>$[u_i] = 0$</td>
<td>$[A_i] = 0$</td>
<td>$[\varphi] = 0$</td>
</tr>
<tr>
<td></td>
<td>$[\sigma_{ij}] n_i + p_j = 0$</td>
<td>$\varepsilon_{ijk} [H_k] n_j = k_i$</td>
<td>$[D_i] n_i = r$</td>
</tr>
</tbody>
</table>

2.5 Energy and Entropy Balances

In order to formulate thermodynamically consistent material models, the balances of energy, entropy, and momentum are essential.
and entropy are considered in the following. They establish a connection between the mechanical and magnetic field variables and the energetic state of the material body. This state will change due to the transfer of mechanical and non-mechanical, i.e. magnetic, electric, or thermal power to the material body. The local form of the balance of the specific internal energy $u$ is given by

$$\dot{\rho}u = \sigma_{kl}v_{l,k} - M_k\dot{B}_k + j_k\dot{E}_k - q_{k,k} + \dot{q}r. \tag{2.53}$$

In equation (2.53) $q$ represents the heat flux vector and $r$ is a specific heat source density. Although the electric field is not explicitly involved in the analysis of the stationary magnetic field problem outlined in Section 2.3, the product of the free current density $j$ and the electric field strength $E$ enters the balance of the internal energy. Since the energetic state is not considered explicitly in this work, the electric field does not have to be computed. However, the term is of importance for the discussion of the thermodynamic admissibility of constitutive equations.

The entropy balance, which is also known as second principle of thermodynamics, is commonly stated in terms of an inequality for the entropy production

$$\dot{\rho}\gamma = \dot{\rho}s + \left(\frac{1}{T}q_k\right)_{,k} - \frac{1}{T}\dot{q}r \geq 0. \tag{2.54}$$

where $\gamma$ is the specific entropy production and $s$ is the specific entropy. Moreover, it was assumed that the entropy flux is parallel to the heat flux vector $q$. Equation (2.54) expresses restrictions on the admissibility of a thermodynamic process. While the limit case of zero entropy production corresponds to an ideal, reversible process, negative entropy production is not meaningful from a physical point of view. Introducing the free Helmholtz energy $\psi = u - Ts$ and using the balance of the internal energy (2.53), the Clausius-Duhem inequality

$$\dot{\rho}T\gamma = -\dot{\rho}\left(\dot{\psi} + \dot{T}s\right)\sigma_{kl}v_{l,k} - M_k\dot{B}_k + j_k\dot{E}_k - \frac{1}{T}q_kT_{,k} \geq 0 \tag{2.55}$$

is obtained. It is utilised in the following to test the thermodynamic admissibility of the constitutive relations introduced in the next section.

### 2.6 Constitutive Equations

The equations discussed so far are valid irrespectively of the material in the analysis domain $\Omega$. It is however known from experience that the deformation behaviour of a component will depend on the stiffness of the material and the presence of magnetisable matter will have an influence on any magnetic field. In the continuum formulation applied here, phenomenological constitutive models which neglect the underlying atomistic structure are used to account for the behaviour of the individual materials. From a mathematical point of view, the constitutive equations resolve the difference between the number of unknown field variables and balance equations.

#### 2.6.1 Structure and Classification

A constitutive equation relates a (tensorial) constitutively dependent variable $Y$ to the history of a set of $m$ constitutively independent variables $Z_{\alpha}$, $\alpha = 1 \ldots m$. The most general
2.6 Constitutive Equations

Structure of a constitutive equation is given by the functional

\[ Y(t) = \mathcal{F}_{\tau \leq t} [Z_{\alpha}(\tau)] \]  

(2.56)

where \( t \) is the current time and \( \tau \) indicates any point of time in the process history.

Since a closed form representation cannot be stated explicitly for all classes of material models, implicit representations

\[ Y(t) = \mathcal{Y}[Z_{\alpha}(t), q_{\beta}(t)] \]  

(2.57)

\[ \dot{q}_{\beta}(t) = \dot{q}_{\beta}[Z_{\alpha}(t), q_{\beta}(t)] \]  

(2.58)

are of special practical importance. In this formulation the history dependence, which results from, e.g., rate dependent or independent flow or magnetisation processes, is modelled by a set of \( n \) (tensorial) internal variables \( q_{\alpha}, \alpha = 1 \ldots n \) and the corresponding evolution equations (2.58). The equivalence to the closed form notation of equation (2.6.1) can be demonstrated by integration of the evolution equations and combination with (2.57).

In order to properly represent a material behaviour observed in experiments, a suitable material model has to be chosen and its parameters have to be identified. For special phenomena, new constitutive models have to be constructed. A guideline therefor is given by general principles of the theory of materials [211]. Moreover, the constitutive equations have to be consistent with the balance equations [179], e.g. the Clausius-Duhem inequality (2.55) places restrictions on the particular relations and the chosen parameters. For the systematic development of constitutive models and their application, it is convenient to classify the behaviour of materials and to define a set of fundamental experiments which allow for their classification. Regarding the phenomena observed in mechanical experiments, Haupt [89, 90] has suggested four categories of stress-strain behaviour as discussed in more detail in [113, 116]. This classification can also be generalised to non-mechanical phenomena. In the simplest case of material behaviour the process history has no influence on the current state \( Y \) and the functional (2.6.1) reduces to a function

\[ Y(t) = \mathcal{Y}(Z_{\alpha}(t)) \]  

(2.59)

of the current variables \( Z_{\alpha}(t) \). Typical mechanical and magnetic examples for this class of behaviour are all stress-strain and magnetisation curves without hysteresis as used in this work.

2.6.2 Thermodynamic Consistency

In order to obtain thermodynamically consistent material models, the Clausius-Duhem inequality (2.55) which imposes restrictions on the constitutive relations has to be examined. Assuming that the material behaviour depends on the mechanical deformation, the magnetic field and the temperature, i.e. \( \psi = \psi(F_{lM}, B_K, T) \), equation (2.55) can be stated in the form

\[- \varrho \left[ \frac{\partial \psi}{\partial F_{lM}} \dot{F}_{lM} + \frac{\partial \psi}{\partial B_K} \dot{B}_K + \frac{\partial \psi}{\partial T} \dot{T} + \dot{T} s \right] + \left( \sigma_{kl} + M_k B_l \dot{F}_{lM} \right) F_{lM}^{-1} \frac{1}{J} M_K \dot{B}_K \geq 0 \]  

(2.60)
where the definition of the velocity gradient \( v_{k,l} \) (2.17) has been utilised. The postulated independence of the material behaviour from the electric field and the temperature gradient results in the residual inequality

\[
\frac{\partial E}{\partial T} - \frac{q}{T} T_k \geq 0.
\]  (2.61)

According to the procedure of Coleman and Noll [39] the general constitutive relations

\[
\varepsilon_{\sigma_{kl}} = \varrho F_{km} \frac{\partial \psi}{\partial F_{lm}} = \sigma_{kl} + M_k B_l
\]  (2.62)

\[
M_K = -\varrho \frac{\partial \psi}{\partial B_K}
\]  (2.63)

\[
s = -\frac{\partial \psi}{\partial T}
\]  (2.64)

are derived from the inequality (2.60) and therefore guarantee thermodynamic consistency. With the limitation to isothermal processes, the relations (2.61) and (2.64) are not of interest in the following and the temperature is not considered in the set of independent constitutive variables. Specific equations for stress and magnetisation are obtained from this framework by the definition of a particular Helmholtz free energy as outlined subsequently. It is noted that only for non-magnetisable materials the stress tensor \( \varepsilon \sigma \) equals the mechanical stress tensor \( \sigma \) according to (2.62).

The formulation of a free energy functional depends on the physical phenomena to be modelled. In order to conform with the principle of objectivity, field variables of the reference configuration are chosen as constitutively independent variables. The free energy \( \psi = \psi(C_{KL}, B_M) \) is assumed to depend on the right Cauchy-Green deformation tensor \( C_{KL} \), the material magnetic induction \( B_K \). Due the representation of magneto-mechanical coupling effects, the free energy will involve mechanical and magnetic contributions. Here, an additive decomposition

\[
\psi(C_{KL}, B_M) = \psi^{\text{mag}}(C_{KL}, B_M) + \psi^{\text{mech}}(C_{KL}, B_M)
\]  (2.65)

is employed. For the multi-scale approach pursued in this contribution a free energy functional for each constituent has to be specified:

(i) **Matrix:** Typical polymeric matrices (superscript \( M \)) of MRE have a very low stiffness and are therefore likely to undergo large deformations. The matrix is non-magnetisable and the free energy functional will be purely mechanical and does not depend on the magnetic induction

\[
\psi^M = \psi^{\text{mech}}(C_{KL}) .
\]  (2.66)

(ii) **Particles:** The particles (superscript \( P \)) are magnetisable and will deform. However, they are very stiff compared to the surrounding matrix and the deformations resulting from the loading of the MRE will be small. It is therefore assumed that the magnetic and mechanical contributions to the total free energy decouple according to

\[
\psi^P = \psi^{\text{mag}}(B_K) + \psi^{\text{mech}}(C_{LM}) .
\]  (2.67)

These assumptions are in line with the analytical description of rigid magnetisable inclusions in a non-magnetisable elastomer by Ponte Castañeda and Galipeau [170]. Therefore, mate-
2.6 Constitutive Equations

Material models, which describe the coupled behaviour in a purely phenomenological manner, are not required to model the material behaviour of the individual constituents on the microscale. The magnetic field quantities of the reference configuration which are used during the derivation of the constitutive equations are available from a set of pull back operations.

\[
B_K = F_{lK} B_l \tag{2.68}
\]
\[
H_K = J F_{K1}^{-1} H_l \tag{2.69}
\]
\[
M_K = J F_{K1}^{-1} M_l . \tag{2.70}
\]

It should be mentioned that the choice of these transformations is not unique. Starting from the same constitutive relation in the Lagrangian formulation, the use of a different set of pull back transformations [63] will result in a different material behaviour in the current configuration.

2.6.3 Magnetisation Behaviour

Carbonyl iron powder, e.g. BASF CIP CC which is often used in MRE, exhibits a non-linear magnetisation behaviour dominated by saturation effects with a negligible hysteresis, Fig. 4.2. Since the experimental characterisation does not induce any relevant deformation of the magnetic specimen, the measured values represent material quantities.

Different functions have been used in the literature to model non-linear isotropic magnetisation behaviour of the particles. Three of the most frequently used two-parameter relations are the Langevin function

\[
M_K = a_1 \left[ \coth (a_2 H) - \frac{1}{a_2 H} \right] H_K , \tag{2.71}
\]

the Ising relation

\[
M_K = c_1 \tanh (c_2 H) H_K , \tag{2.72}
\]

and the Fröhlich-Kennelly model

\[
M_K = \frac{d_1}{1 + d_2 H} H_K . \tag{2.73}
\]

These equations all use the magnetic field \( H_K \) as independent constitutive variable with \( H = \sqrt{H_K H_K} \). The Langevin model (2.71) is applied in Chapter 4 to model the magnetisation behaviour for small deformations.

In the case of large deformations the magnetic induction \( B_K \) is preferred as constitutively independent variable according to equation (2.68). It has been found in [139] and [SMKU14] that a modified Ising relation

\[
M_K = M_s \tanh (\delta B) \frac{B_K}{B_0} \tag{2.74}
\]

with \( B_0 = \sqrt{B_K B_K} \) the norm of the material magnetic induction provides a good approximation to the experimental magnetisation curve. The parameters \( c_1 \) and \( c_2 \) have been identified as the saturation magnetisation \( M_s \), and a scaling factor \( \delta \). A linearisation of equation...
in the vicinity of $B_0 = 0$, yields the linear relation
\[ M_K = \chi_B B_K = M_0 \delta B_K = \frac{\mu_t - 1}{\mu_0 \mu_t} B_K = (\mu_t - 1) H_K. \] (2.75)

Free energy functions that correspond to the expressions (2.74) and (2.75) are obtained from integration according to the constitutive relation (2.63). For the magnetically non-linear case, the potential
\[ \psi^{\text{mag}} = -\frac{M}{\theta_0} \ln \cosh (\delta B_0) \] (2.76)
found, while
\[ \psi^{\text{mag}} = -\frac{1}{2\theta_0} \chi_B B_0^2 \] (2.77)
holds for linear magnetic material behaviour, respectively. Since $\theta_0$ and $B_0$ are quantities of the reference configuration, the derivative of $\psi^{\text{mag}}$ with respect to the deformation gradient $F$ according to (2.62) does not result in any stress contribution.

### 2.6.4 Mechanical Material Behaviour

In order to capture finite deformations which can occur in MRE, a hyperelastic material model is used to represent the mechanical behaviour of the polymeric matrix. The large deformation characteristics of elastomers have been modelled by statistical models and continuum mechanics approaches. Comprehensive reviews have been presented by, e.g., Boyce and Arruda \[19\] and Steinmann et al. \[199\] who also provide a comparison of the performance of different models. In this work continuum models will be applied and according to the previous section, the pseudo-mechanical stress tensor
\[ \varepsilon_{kl} = \sigma_{kl} + M_k B_l = \sigma_{kl} + \frac{\theta}{\theta_0} \chi_B B_0 \frac{\partial \psi^{\text{mech}}}{\partial F_{lM}} \] (2.78)
is determined by the mechanical fraction $\psi^{\text{mech}}$ of the free energy only. Since the material behaviour of unreinforced elastomers will be isotropic, the required free energy $\psi^{\text{mech}}$ is formulated in terms of invariants $I_k$ of the deformation tensors or principal stretches $\lambda_i$, respectively.

Here a model derived by Ogden \[157, 158\] is applied which is defined by the free energy function
\[ \psi^{\text{mech}} (\lambda_i) = \rho_0 \sum_{\alpha=1}^{N} \frac{\mu_0}{c_0} (\lambda_1^{\alpha} + \lambda_2^{\alpha} + \lambda_3^{\alpha} - 3) \] (2.79)
formulated in terms of principal stretches $\lambda_i$ which are the square root of the eigenvalues of the deformation tensors $C$ and $b$. These principal stretches allow for representation of the deformation gradient and the deformation tensors in terms of a spectral decomposition
\[ F_{kL} = \sum_{i=1}^{3} \lambda_i^2 n_k i N_i L, \quad C_{KL} = \sum_{i=1}^{3} \lambda_i^2 N_K i N_i L, \quad b_{kl} = \sum_{i=1}^{3} \lambda_i^2 n_k i n_l i \] (2.80)
with the $i$-th eigenvectors $N_i$ of the reference and current configuration $n_i$, respectively. The material parameters $\mu_0$ und $c_0$ have to be identified from experiments. Two conditions on
the material parameters
\[ \sum_{\alpha=1}^{n} \mu_\alpha c_\alpha = 2\mu , \quad \mu_{(\alpha)}c_{(\alpha)} > 0 \quad (2.81) \]

ensure the compatibility to the limiting case of linear elasticity for small deformation as well as polyconvexity [228].

The Ogden formulation represents a class of models formulated in principal stretches that includes the Neo-Hooke model [228]. Its free energy
\[ \psi_{\text{mech}}(\lambda_i) = \frac{\rho_0}{2} \left( \lambda_1^2 + \lambda_2^2 + \lambda_3^2 - 3 \right) \quad (2.82) \]

follows from the general relation (2.79) for \( n = 1, \mu_1 = \mu \) und \( c_1 = c = 2 \).

As mentioned above, the pseudo-mechanical stress tensor \( E\sigma \) can be computed directly from the mechanical free energies (2.79) or (2.82) using relation (2.62) for the considered types of local constituents. Since rubber-like polymers are usually assumed to be incompressible which is mathematically represented by \( J = \lambda_1\lambda_2\lambda_3 = 1 \), the stress state is however not fully determined by the free energy. In addition, the hydrostatic pressure \( p \) which can be interpreted as a Lagrangian multiplier that enforces incompressibility has to be considered.

\[ E\sigma_{kl} = -p\delta_{kl} + \rho F_{kM} \frac{\partial \psi_{\text{mech}}}{\partial F_{lM}} \quad (2.83) \]
\[ = -p\delta_{kl} + 2\rho F_{kM} F_{lN} \frac{\partial \psi_{\text{mech}}}{\partial C_{MN}} . \quad (2.84) \]

A convenient way to compute the stress tensor is obtained from its spectral representation
\[ E\sigma_{kl} = \sum_{i=1}^{3} \sigma_i n_k^i n_l^i . \quad (2.85) \]

The principal stresses \( \sigma_i \) follow from equation (2.84) as
\[ \sigma_i = -p + \lambda_i \frac{\partial \psi_{\text{mech}}}{\partial \lambda_i} \quad (2.86) \]

where relations between the deformation tensor and the principal stretches as outlined by Simo and Taylor [190] have been used.

Although incompressibility is widely assumed for elastomers, their behaviour is in reality only nearly incompressible. Accurate models will therefore have to account for non-isochoric deformations. In addition to a more accurate representation of the material behaviour, compressible formulations avoid mixed FE formulations which consider the hydrostatic pressure \( p \) as a separate field quantity. In this case the incompressibility condition is removed and the free energy function is amended by an additional term related to volumetric deformations in terms of \( J \). Two different approaches are typically used:

(i) In the first approach a bulk strain energy term \( \psi^b(J) \) is added to an existing free energy function \( \psi^a \) given by equations (2.79) or (2.82)
\[ \psi_{\text{mech}} = \psi^a(\lambda_i) + \psi^b(J) . \quad (2.87) \]
In this case, both terms contain volumetric contributions to the total free energy. Considering \( J = \lambda_1 \lambda_2 \lambda_3 \), the stress tensor is fully determined in terms of the free energy

\[
E \sigma_{kl} = \sum_{i=1}^{3} \sigma_i n_i^k n_i^l \quad \text{with} \quad \sigma_i = \lambda_i \frac{\partial \psi_{\text{mech}}}{\partial \lambda_i} .
\] (2.88)

(ii) A convenient free energy formulation for compressible material behaviour that distinguishes between purely deviatoric and volumetric contributions to the mechanical free energy

\[
\psi_{\text{mech}} = \psi_{\text{dev}}(\tilde{\lambda}_i) + \psi_{\text{vol}}(J)
\] (2.89)

is obtained from replacing the principal stretches \( \lambda_i \) in equations (2.79) or (2.82) by principal deviatoric stretches

\[
\tilde{\lambda}_i = J^{-1/3} \lambda_i , \quad \tilde{\lambda}_1 \tilde{\lambda}_2 \tilde{\lambda}_3 = 1 .
\] (2.90)

A purely volumetric contribution to the free energy \( \psi_{\text{vol}}(J) \) accounts for volumetric changes. According to [190] the stress is given by

\[
E \sigma_{kl} = \frac{d\psi_{\text{vol}}(J)}{dJ} \delta_{kl} + \sum_{i=1}^{3} \left[ \tilde{\lambda}_i \frac{\partial \psi_{\text{dev}}}{\partial \lambda_i} - \sum_{j=1}^{3} \tilde{\lambda}_j \frac{\partial \psi_{\text{dev}}}{\partial \lambda_j} \right] n_i^k n_i^l .
\] (2.91)

All large deformation computations in Chapter 5 are carried out based on the numerical implementation [110] of a compressible Ogden model in conjunction with the volumetric free energy contribution [228]

\[
\psi_{\text{vol}}(J) = \frac{\kappa}{4} \left( J^2 - 2 \ln J - 1 \right)
\] (2.92)

with the compression modulus \( \kappa \). As mentioned above, this implementation includes the Neo-Hooke model for \( n = 1, \mu_1 = \mu \) and \( c_1 = c = 2 \) and does not require further consideration. The limiting case of incompressibility is realised numerically for both models by Poisson ratios close to \( \nu = 0.5 \) which did not result in problems for the computations in this work. Analytical reference solutions for the incompressible case are however directly obtained from equation (2.86). All models outlined in this section recover the classical Hookean law

\[
E \sigma_{kl} = 2\mu \varepsilon_{kl} + \Lambda \varepsilon_{mm} \delta_{kl} .
\] (2.93)

in the case of small deformations. Therefore, the Neo-Hooke model can also be applied to represent the elastic behaviour of the carbonyl iron particles according to equation (2.67). In the relations above the LAMÉ parameters \( \mu \) and \( \Lambda \) have been used. These constants and the compression modulus \( \kappa \) are related to the engineering constants \( E \) and \( \nu \) by

\[
\mu = \frac{E}{2(1 + \nu)} = G , \quad \Lambda = \frac{E \nu}{(1 + \nu)(1 - 2\nu)} , \quad \kappa = \frac{E}{3(1 - 2\nu)} .
\] (2.94)

\[ \text{Remark: The same Neo-Hooke material is obtained from the first approach for} \]

\[
\psi_{\text{b}}(J) = \frac{\kappa}{4} \left( J^2 - 2 \ln J - 1 \right) - \mu \ln J .
\]
2.7 Analytical Reference Solutions

For the verification and analysis of the numerical solution schemes developed in this work, analytical solutions are of special interest as they allow for the computation of numerical errors and the quantification of the convergence behaviour. There are few analytical treaties of coupled magneto-mechanical boundary value problems documented in the literature, e.g. [3, 63, 160]. However, none of the published solutions considers heterogeneous material structures with at least two different magnetisable constituents.

During the verification process of the implemented algorithms, two problems have been utilised as reference solutions in this work:

(i) The first demonstration problem considers a magnetic field which generates a force acting on a magnetisable inclusion. Solutions for the inhomogeneous magnetic field generated by a current-carrying wire and the resulting force were derived by Engel et al. [61]. As these results were available at the beginning of this work, all XFEM procedures and the coupling of finite element and boundary element formulations are verified using this solution. The problem investigated by Engel, however, allows only for convergence analyses with respect to the magnetic field and the force acting on the cylinder which represents an integral quantity. Solutions for the mechanical fields are not available. Moreover, the singularity of the magnetic field at the location of the conducting wire can influence the convergence behaviour.

(ii) Therefore, a new reference solution for a magneto-mechanical bimaterial problem which involves mechanical deformations and magnetisation effects in both material domains has been derived [195]. Analytical results for all magnetic and mechanical field quantities facilitate comprehensive convergence studies. Being available late during the development of the numerical procedures, it is mainly employed during the comparison of the convergence behaviour of Lagrangian and spline-based approximations.

Both examples are two-dimensional (planar) settings which result from three-dimensional problems that are homogeneous in the out-of-plane direction, i.e. a circular inclusion represents a cylinder in the three-dimensional case. The magnetic and mechanical material behaviour are assumed to be linear and small deformations are presumed.

As mentioned above, the first demonstration problem considers a circular inclusion of radius $R$, elastic properties $E^-, \nu^-$ and relative magnetic permeability $\mu_r^-$. The magnetisable inclusion is surrounded by free space, i.e. $\mu_+^r = 1$ holds. At a distance $a$ from the centre of the inclusion, a conducting wire carries the current $J$. Both, the displacements of the centre of the cylinder and of the wire are set to zero. The complete setup is illustrated in Fig. 2.3(a). An analytic solution in terms of the magnetic field $H$ is available from [61]. The integration of their results yields the magnetic potential in the inclusion and its surrounding as presented in detail in [KMG+13]. In an FE model of this problem, the infinite domain $\Omega^\infty$ is replaced by a rectangular finite domain $\Omega = \Omega^+ \cup \Omega^-$. In order to avoid truncation errors, the analytic solution for the magnetic potential is prescribed to the boundary $\partial \Omega$.

The setting of the second demonstration problem is given by a circular inclusion $\Omega^-$ of radius $R$ embedded in an infinite surrounding matrix domain $\Omega^+$, Fig. 2.3(b). Both material phases are characterised by constant relative permeabilities $\mu_r^+$ and $\mu_r^-$ as well as linear elastic parameters $E^+, \nu^+$ and $E^-, \nu^-$. A homogeneous magnetic induction $B_1 = 0$, $B_2 = 29$. \[
Figure 2.3: Setup of the demonstration problems with analytical solutions (homogeneous in $x_3$-direction): (a) a stiff, magnetisable circular inclusion (domain $\Omega^-$) of radius $R$ with relative magnetic permeability $\mu_r^-$ in free space (domain $\Omega^+ = \Omega^\infty$, $\mu_r^+ = 1$). At distance $a$ from its centre, a conducting wire carries the current $J$, and (b) a circular inclusion (domain $\Omega^-$, radius $R$, properties $\mu_r^-, E^-, \nu^-$) embedded in an infinite matrix domain $\Omega^+$ (properties $\mu_r^+, E^+, \nu^+$) subjected to homogeneous far field loads $B_1 = 0$, $B_2 = \infty B$ and $\sigma_{11} = \infty \sigma_{11}$, $\sigma_{22} = \infty \sigma_{22}$, $\sigma_{12} = 0$. 

$\infty B$ and constant mechanical stresses $\sigma_{11} = \infty \sigma_{11}$, $\sigma_{22} = \infty \sigma_{22}$, and $\sigma_{12} = 0$ are applied in a large distance compared to the characteristic size $R$. While the problem of an infinite medium with a long cylindrical hole has already been considered by Paria [160] as well as Eringen and Maugin [63], the solutions for the stationary magnetic field and the coupled mechanical field problem for the bimaterial case have been derived in [195]. The solution can accommodate any combinations of mechanical and magnetic parameters, i.e. it is not limited to the typical case of a stiff magnetisable inclusion representing an iron particle embedded in a soft non-magnetisable matrix. Furthermore, it incorporates several other settings. In the case of a zero external magnetic field a purely mechanical bimaterial problem, i.e. a circular inclusion problem with the uniaxial loading $\infty \sigma_{11} = p$ and $\infty \sigma_{22} = 0$ as presented in [153], is obtained. If the modulus of the inclusion is set to zero, a circular hole in an infinite plane is described. Eventually, the biaxial tension problem which is applied in [204] to study the convergence of XFEM is included.
Part II

XFEM Modelling
3 Higher-Order Extended Finite Element Method [KMG+13, SKG+13]

In this section linear and quadratic extended finite element formulations are applied to model weak discontinuities in the magnetic and coupled magneto-mechanical boundary value problems outlined in the previous chapter. To properly resolve the location of curved interfaces and the discontinuous physical behaviour, methods for the level set representation of curved interfaces and the numerical integration of the weak form are reviewed and developed in the context of higher-order XFEM. In order to reduce the complexity of the representation of curved interfaces, an element local approach to the automated computation of the nodal level set values is proposed. In this way also the compatibility between the level set representation and the integration subdomains is improved. Integration rules for polygons and strain smoothing are applied in conjunction with quadratic elements and compared to the division into curved integration subdomains. Eventually, a coupled magneto-mechanical demonstration problem described in Section 2.7 is modelled and solved by XFEM. Errors and convergence rates are analysed for the different level set representations and numerical integration procedures as well as their dependence on the contrast of material parameters at an interface. The developed and analysed numerical procedures are employed in the following chapter to generate numerical models of random MRE particulate microstructures.

The XFEM formulation for weak discontinuities in the stationary magnetic and the coupled magneto-mechanical field problem outlined in this chapter is restricted to small deformations. This results in a one-sided coupling, i.e. the magnetic field is not influenced by the deformation but magnetic loads are considered in the solution of the mechanical problem. The location of the discontinuities is assumed to be identical for the stationary magnetic and the coupled magneto-mechanical field problem. For simplicity and demonstration purposes, only problems homogeneous in the \(x_3\)-direction will be considered. In these two-dimensional problems \(A_1 = A_2 = 0\) is an appropriate choice and the vector potential \(A\) contains only one non-zero component \(A_3 = A\). Since there are no gradients in the third direction, the Coulomb gauge \((2.36)\) is fulfilled and does not require further consideration.

As it is not necessary to distinguish quantities of the reference and current configuration, lower case indices \((i,j,k,\ldots = 1,2)\) are generally used in the index notation of vectors and tensors while capital indices \((I,J,K,\ldots = 1\ldots n)\) are used to indicate vector-matrix notation where \(n\) is the length of a vector or a column/row of a matrix, respectively.

3.1 Extended Finite Element Modelling of Weak Discontinuities

Generating numerical models of RVE is a problem in particular if complex local material structures are considered. In this case, the application of the standard FEM tends to result in an extensive modelling and meshing effort. XFEM [9, 145] offers the possibility to use non-conforming meshes which do not have to be adapted to internal details, e.g. cracks or
material interfaces, of the structure under consideration, Fig. 3.1(a). Hence, it is used here to model the local heterogeneous material structure of MRE.

### 3.1.1 Fundamentals of the Extended Finite Element Method

By a local enrichment of the FE approximation

\[
\psi^{h,\text{XFEM}} = \sum_{I} N_I \psi_I + \sum_{J \in N_{\text{enr}}} N_J \psi_J^* F^, \tag{3.1}
\]

of the primary field variables \( \psi = \{A, u\} \), where \( h \) characterises the mesh size, discontinuities can be modelled within a non-conforming mesh. The first sum over the product of shape functions \( N_I \) and the nodal vector \( \psi_I \) of ordinary degrees of freedom at node \( I \) represents the standard FE approximation. The enrichment consists of additional degrees of freedom \( \psi_J^* \) and an enrichment function \( F \) which accounts for the physical behaviour at a surface of discontinuity. By a suitable choice of the enrichment function, discontinuities in the approximated functions can be modelled. The different summation indices in equation (3.1) indicate that only those nodes \( J \in N_{\text{enr}} \) have additional degrees of freedom, whose support contains a discontinuity.

The implementation of XFEM is realised by the definition of special X-elements which replace the ordinary finite elements intersected by a discontinuity, Fig. 3.1(a). It is assumed that the local enrichment can be restricted to a single element domain, so that no further elements have to be enriched, i.e. blending elements [70] are not required. This has to be ensured by the formulation of the enrichment function \( F^* \).

In order to represent surfaces of discontinuity within the non-conforming mesh, the standard XFEM procedure is to compute the signed distance

\[
\varphi_I = (x_I - x_{\text{min}}) \cdot n_{\text{min}} \tag{3.2}
\]

of the node \( I \) with the position vector \( x_I \) to \( \Gamma_d \), Fig. 3.1(b), where \( n_{\text{min}} \) is the unit normal vector to the interface at \( x_{\text{min}} \) pointing in the direction of \( \Omega^+ \). By interpolating the nodal values \( \varphi_I \) using the shape functions \( N_I \)

\[
\varphi^h = \sum_{I} N_I \varphi_I = \begin{cases} 
0 & \text{on } \Gamma_d \\
< 0 & \text{in } \Omega^- \\
> 0 & \text{in } \Omega^+
\end{cases}, \tag{3.3}
\]

the values of the discretised level set function \( \varphi^h \) can be computed for every point in the element domain. Hence, the surface of discontinuity \( \Gamma_d \) is located by \( \varphi^h = 0 \). The works of Belytschko et al. [9], Sukumar et al. [204] and Stolarska et al. [202] closely link the concept of implicitly represented internal surfaces by level sets [159] to the XFEM.

In addition to the localisation of the interface, the approximated level set \( \varphi^h \) is used to formulate an enrichment function \( F^* \). In both, the magnetic and the mechanical field problem, a material interface represents a surface of weak discontinuity. While the potential \( A \) and the displacement vector \( u \) have to be continuous in the element, jumps of the magnetic induction \( B \) (tangential to \( \Gamma_d \)) and the strain \( \varepsilon \) (normal to \( \Gamma_d \)) will occur and have to be modelled by
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The enrichment function. Although the governing equations of both problems are different, the enrichment function

\[ F = \sum_{I} N_I |\varphi_I| - \left| \sum_{I} N_I \varphi_I \right| \]  \hspace{1cm} (3.4)

proposed by Moës \[144\] for modeling weak discontinuities in the mechanical field problem is also suitable for the magnetic case, Fig. 3.1 (c). Regarding the implementation of elements with enriched approximations into a commercial finite element code, this so-called modified abs-enrichment (3.4) is of special interest, as the influence of additional degrees of freedom at node \( I \) is limited to the element domain intersected by a material interface. It can be seen that \( F = 0 \) for all elements, whose nodal values of the signed distance satisfy \( \varphi_I \varphi_J > 0, I \neq J \). As mentioned before, due to this feature of the enrichment no blending elements are required. The superior convergence of the modified abs-enrichment \( F \) over a simple abs-enrichment \( |\varphi^h| \), is reported in \[37, 70, 144\]. From equation (3.4) it can be seen that the particular enrichment function depends on the nodal values of the level set \( \varphi_I \). As a consequence, the geometry representation directly enters the approximation of the field variables. Therefore, a closer link between approximation and geometry exists than in the case of strong discontinuities.

3.1.2 Elements for Weak Discontinuities in Magneto-Mechanical Problems

Due to the considered one-sided coupling, which is limited to magnetic loads entering the mechanical equilibrium condition, the finite element analyses of both problems are performed consecutively starting with the magnetic boundary value problem. The magnetic loads are then computed from the obtained magnetic solution and applied in the mechanical pass.

A weak form of the stationary magnetic boundary value problem is obtained from multiplying equation (2.31) with a weight function which can be identified as a virtual magnetic potential \( \delta A \). Hence, the principle of virtual magnetic work

\[ \int_{\Omega} H_i \delta B_i \, dV - \int_{\Omega} j \delta A \, dV - \int_{\partial \Omega_h} \hat{k} \delta A \, dS = 0 \]  \hspace{1cm} (3.5)

is obtained. The first term represents the internal virtual work and the latter two are the
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external virtual works of the currents \( j \) and \( \hat{k} \), respectively. The weak form of the mechanical equilibrium condition

\[
\int_\Omega (\varepsilon_{ij} + \hat{\varepsilon}_{ij}) \delta \varepsilon_{ij} \, dV - \int_\Omega \rho f_j \delta u_j \, dV - \int_{\partial \Omega_p} \hat{p}_j \delta u_j \, dS = 0 \quad (3.6)
\]

is derived from equation (2.48). The involved terms can be interpreted as the internal virtual work of the pseudo-mechanical and -magnetic stresses and the external virtual work of the mechanical body forces and surface loads accounting for mechanical and magnetic contributions from the exterior of the domain \( \Omega \).

The spatial discretisation of the domain \( \Omega \approx \Omega^h = \bigcup_{I=1}^{n_e} \Omega_I \) is performed by a regular discretisation mesh with \( n_e \) quadrilateral elements, both ordinary FE and X-elements with an enriched approximation, Fig. 3.1 (a). The ordinary isoparametric elements use the same shape functions \( N_I(\xi) \) for mapping the element geometry from the natural \( \xi \) (with \( |\xi_i| \leq 1 \), \( i = 1, 2 \)) to the physical coordinates \( x \) as well as for the approximation of the primary field variables \( \psi = \{A, u\} \) in the element domain \( \Omega_e \).

While the mapping of the geometry is retained for the X-elements in the case of small deformations, the enriched approximation

\[
\psi^{h,X\text{-element}}(\xi) = \sum_{I=1}^{n_e} N_I(\xi) [\psi_I + \psi^*_7 F(\xi)] = N^*_\psi(\xi) \psi^*_e \quad (3.7)
\]

of the field variables is used to model discontinuities within the element domain. As a consequence, all \( n_e \) nodes of the element have a vector of additional degrees of freedom \( \psi^*_e \) which results in a subparametric element formulation as far as small deformations are considered. Different from the isoparametric elements, \( N^*_\psi \) is a matrix that contains shape functions and products of shape and enrichment functions. The components of the row vector \( \psi^*_e \) are the ordinary and additional degrees of freedom of the X-element.

The approximations of the magnetic induction and the strain in the ordinary and the X-elements are given by

\[
\begin{align*}
B^{h}(\xi) &= B_A(\xi)A_e, & B^{h,X\text{-element}}(\xi) &= B^*_A(\xi)A^*_e \\
\varepsilon^{h}(\xi) &= B_u(\xi)u_e, & \varepsilon^{h,X\text{-element}}(\xi) &= B^*_u(\xi)u^*_e.
\end{align*} \quad (3.8) \quad (3.9)
\]

The matrices \( B^*_A \) and \( B^*_u \) contain the partial derivatives of the shape and enrichment functions with respect to the natural coordinates and account for the mapping of the geometry.

The required element matrices and vectors of the X-elements are obtained from inserting the approximations of equations (3.7) - (3.9) into the corresponding weak forms. In vector-matrix notation are given by

\[
\begin{align*}
\int_\Omega \delta \varepsilon^{T} H \, dV - \int_\Omega \delta A^{T} J \, dV - \int_{\partial \Omega_K} \delta A^{T} K \, dS &= 0 \quad (3.10) \\
\int_\Omega \delta \varepsilon^{T} \varepsilon \sigma \, dV - \int_\Omega (\delta u^{T} \rho - \delta \varepsilon^{T} \sigma) \, dV - \int_{\partial \Omega_p} \delta u^{T} \hat{p} \, dS &= 0. \quad (3.11)
\end{align*}
\]
The discrete formulations of the problems

$$\delta A^* T \left\{ \bigcup_{I=1}^{n_e} \left[ \int_{\Omega_{Ie}} B_{Ie}^T C_{Ie} B_{Ie}^* dV \right] A^* - \bigcup_{I=1}^{n_e} \left[ \int_{\Omega_{Ie}} N_{Ie}^T J dV - \int_{\partial \Omega_{Ie}} N_{Ie}^T \hat{k} dS \right] \right\} - J^* = 0$$

(3.12)

$$\delta u^* T \left\{ \bigcup_{I=1}^{n_e} \left[ \int_{\Omega_{Ie}} B_{Ie}^T C_{Ie} B_{Ie}^* dV \right] u^* - \bigcup_{I=1}^{n_e} \left[ \int_{\Omega_{Ie}} (N_{Ie}^T \rho E - B_{Ie}^T \sigma) dV - \int_{\partial \Omega_{Ie}} N_{Ie}^T \hat{p} dS \right] \right\} - F^* = 0$$

(3.13)

are obtained from a standard Galerkin or Ritz approximation. The operator $\bigcup_{I=1}^{n_e}$ indicates the assembly of contributions from all $n_e$ elements $\Omega_{Ie}$. In the equations above, the constitutive matrices $C_{Ie}$ and $C_{Ie}$ are obtained from a vector-matrix representation of linear magnetic and mechanical constitutive relations according to equations (2.75) and (2.93) specified in Section 2.6. In the case of material non-linearities they have to be replaced by appropriate tangent matrices and an update algorithm for the constitutive variables is required. The vectors $J^*$ and $F^*$ account for discrete nodal loads. Eventually, the systems of discrete equations

$$K^* A^* = P^* + J^*$$

and

$$K^* u^* = P^* + F^*$$

(3.14)

follow from the argument of arbitrary virtual potentials and displacements.

### 3.2 Implicit Interface Representation by Higher-Order Level Sets

In contrast to standard isoparametric finite elements, the representation of the geometry and the approximation of the field variables can be separated, because the mesh is independent of internal details such as voids, material interfaces or cracks. In this way problems related to the meshing of complex geometries seem to be bypassed. However, these difficulties are shifted to the representation of interfaces in non-conforming meshes and the numerical integration of the weak form [11, 144]. For the evaluation of the integrals of the weak forms in an X-element the interface intersecting the element domain has to be located, i.e. the nodal values of the level set representation have to be computed. In this section two different procedures for the calculation of the nodal level set values will be outlined for linear and quadratic approximations.

The combination of XFEM and level sets originated from linear or bilinear discretisations of the level set function. Nevertheless, curved interfaces are of major importance especially with respect to the generation of complex microstructure models and have motivated quadratic or higher-order XFEM formulations. One approach considered in the literature is to use a linear discretisation of the level set which is defined on a highly refined triangular subgrid derived from the initial mesh (background mesh) in the vicinity of the discontinuity [56, 127, 147]. In addition to the implicit representation of curved boundaries, the subgrid is used to integrate the weak form by applying standard quadrature rules. Higher-order approximations of field quantities ensure that the coarse background mesh is able to represent the solution.
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Figure 3.2: Global level set representation of a discontinuity $\Gamma_d$: (a) computation of global level set values $\varphi_I$ at nodes, and (b) subdivision into integration subdomains.

As this method can be hardly combined with the modified abs-enrichment for weak discontinuities, a second technique proposed by Cheng and Fries [37] is applied in this work. In this approach higher-order level set representations of the interface corresponding to the order of the underlying finite element mesh are used in conjunction with curved integration subdomains which results in a closer link of geometry and approximation than in the previous method. However, from convergence studies in the aforementioned papers it can be concluded that the resolutions of geometry and approximation have to be balanced, i.e. the approximation mesh must be able to reproduce the fields resulting from certain geometries which is inherent to the second method.

3.2.1 Global Level Set

The standard procedure for the localisation of the discontinuity in the non-conforming mesh is to compute the nodal values $\varphi_I$ of the signed distance to the interface $\Gamma_d$ for each node $I$ in the mesh as exemplarily shown in Fig. 3.2 (a) for four quadrilateral elements, three of them are intersected by a discontinuity of circular shape. The interpolation of these values over the element domains using the standard shape functions leads to an implicit representation of the interface $\varphi^h = 0$ which is slightly curved. Therefore, $\varphi^h = 0$ will generally be inconsistent with the subdivision of the element into integration subdomains with straight edges, Fig. 3.2 (b).

3.2.2 Element Local Level Set

As analytical expressions for the geometry of interfaces are available only in special cases, e.g. for an ellipse or a sphere, the computation of the nodal level set values can be cumbersome. Efficient algorithms for complex interface geometries therefore have to be localised, i.e. the level set values have to be computed from limited information on the interface in the vicinity of the considered element. Based on this idea, an automated model generation algorithm which transforms a geometric model of the local material structure into an XFEM mesh has been developed in a previous publication [114]. Pereira et al. used similar procedures for the representation of cracks in [163].

In the bilinear case, Fig. 3.3, the original interface is converted into straight segments defined by the intersection points of a discontinuity $\Gamma_d$ with the edges of the structured mesh. The following algorithm is applied element by element:
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Figure 3.3: Element local level set representation of a discontinuity $\Gamma_d$: (a) approximation of the original interface by straight segments and computation of different nodal level set values for two adjacent elements, and (b) elementwise level set approximation $\varphi^{h,J} = 0$ and subdivision into integration subdomains.

(i) Find the points of intersection of the interface $\Gamma_d$ with the element edges, indicated by crosses in Fig. 3.3(a).

(ii) Obtain a linear parameter representation for the straight segment connecting the intersection points.

(iii) For each node $I$ in element $J$ compute the element local nodal level set values $\varphi^J_I$ as the signed distance to the parameter function of step 2. The interface is hence implicitly represented by $\varphi^{h,J} = \sum_I N_I \varphi^J_I = 0$, Fig. 3.3(b).

(iv) Subdivide the element domain into triangular and quadrilateral integration subdomains. The vertices of the tessellation are given by the points of intersection and the element nodes.

In this approach the interface is, irrespectively of its original shape, approximated by a straight line in each X-element. The implicit interface approximation will therefore be consistent with the subdivision of the element domain used for integration purposes, Fig. 3.3(b). However, the element local level set is defined by two different nodal values $\varphi^1_I$ and $\varphi^2_I$, one for each of the two elements 1 and 2 in Fig. 3.3(a). As illustrated in Fig. 3.3(b), these different nodal values $\varphi^{1,2}_I$ in the adjacent elements cause a loss of interelement continuity of the enrichment function $F$, defined by equation (3.4), and hence the primary field variables. Convergence studies in Section 3.4.1 show that the error and the convergence rate in the energy norm are identical for the global and element local versions of interface approximation. But the error and convergence in the $L^2$ norm are deteriorated by the elementwise level set representation.

The element local level set representation is now applied higher-order elements, Fig. 3.5. It is expected that the increased variability of the higher-order basis will reduce the geometric discretisation error between the original interface $\Gamma_d$ and its representation $\varphi^{h,J} = 0$. In addition, an improved interelement continuity of the enriched abs-enrichment and the primary field variables is anticipated. The procedure is identical to the linear case except for the following changes:
Figure 3.4: Implicit bilinear interface representation over four quadrilateral elements: (a) comparison of global and element local level set representation, (b) $C^0$ continuity of the modified abs-enrichment function $F$ according to equation (3.4) for the global level set, and (c) $C^0$ discontinuity for the element local level set. The loss of interelement continuity is caused by different nodal level set values in the two adjacent elements.

Figure 3.5: Quadratic, element local level set representation of a discontinuity $\Gamma_d$: (a) approximation of the original interface by quadratic segments and computation of different nodal level set values for two adjacent elements, and (b) elementwise level set approximation $\varphi_{h,J} = 0$ and subdivision into curved integration subdomains.

(i) In addition to intersection points with the element edges, find a third point in the middle of the interface, Fig. 3.5(a).

(ii) Fit a quadratic parameter function through the intersection points and the midpoint.

(iii) $\varphi_j^I$ are signed distances to the quadratic parameter function of step 2, Fig. 3.3(a).

(iv) Obtain curved integration subdomains, defined by the representation $\varphi_{h,J}^I$ and the element edges, Fig. 3.3(b).

From Fig. 3.6 which shows a comparison of the interface representation for global and local level sets, it can be found that both versions provide a reasonable interface approximation even for the coarse discretisation used in the four element example. The original discontinuity $\Gamma_d$ and its global and element local level set representation are virtually indistinguishable. Compared to the bilinear version, Fig. 3.4, problems with interelement discontinuities in the case of the element local level set are drastically reduced. The apparently very good performance of the quadratic element local approach will be further verified and quantified in Section 3.4.1.
3.3 Numerical Integration of Higher-Order Elements

The integrals of the element matrices will involve discontinuous kernel functions, because discontinuities are represented in a single element domain. Since Gauss quadrature rules are derived from the integration of polynomials, they will generally produce poor results when applied to non-polynomial functions. This problem is commonly handled by a subdivision of the element $\Omega_e$ into $n_{\text{int}}$ integration subdomains $\Omega_{\text{int}}$. The integration of the weak form $\int_{\Omega_e} \ldots dV = \sum_{I=1}^{n_{\text{int}}} \int_{\Omega_{\text{int}}} \ldots dV$ is then performed in each of the subdomains using standard quadrature rules.

To avoid or at least to reduce the necessary partitioning of the element domain, other methods have been proposed to handle the numerical integration of discontinuous functions. In an earlier approach by Ventura [213] discontinuous, non-polynomial functions are replaced by equivalent continuous polynomials which can be integrated by standard quadrature rules without subdividing the element. More recent developments can be grouped into four major approaches, conformal mappings [154, 155], transformations that resolve certain singularities [148, 161], generalised quadratures for polygons [149, 150, 151] and strain smoothing techniques [15, 16, 35].

Natarajan et al. [154, 155] apply Schwarz-Christoffel conformal mapping techniques to integrate the discontinuous or singular weak form. The polygonal subdomains resulting from the intersection of a discontinuity with the element are mapped to unit discs where integration is carried out using midpoint or Gauss-Chebyshev quadrature rules. In this fashion, the need to further subdivide the element domain into triangular quadrature subcells is omitted. The major drawback of the method is its limitation to the two-dimensional case as it is based on mappings on the complex plane. In a similar way, accurate results can be obtained by using transformations that resolve the singularity. A generalised duffy transformation, i.e. from a triangle to a unit square, is used in [148] to integrate vertex and power singularities. Park et al. [161] developed a similar mapping method applicable to two- and three-dimensional problems with triangular and tetrahedral meshes.

Different from transformations which remove the singular integrands, Mousavi and Sukumar [151] apply adapted quadrature rules for elements with strong discontinuities based on integration over arbitrarily shaped polygons [150]. In [149] the same authors use Lasserre’s
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Integration [124, 125] for the definition of adapted quadrature rules for convex polygons by a least square optimisation and prove its applicability to discontinuous functions. The method will be briefly outlined below and numerical results are presented in Section 3.4.2.

In order to avoid integration subdomains, Bordas et al. [16] investigated the combination of strain smoothing and XFEM. Strain smoothing was first used with meshfree methods and later in the framework of mesh based methods [131]. Convergence studies in [15] illustrate that the smoothed version of XFEM leads to comparable convergence rates and errors in the case of polynomial integrands, i.e. enrichments used for strong and weak discontinuities and linear or bilinear elements. On the other hand, singular enrichments as they are used at a crack tip deteriorate the error level while convergence rates seem to be unaffected. So far, no detailed investigations on the numerical properties exist for higher-order elements. However, the results presented in [15] for quadratic smoothed FEM formulations indicate that only a suboptimal order of convergence is obtained for quadrilateral elements in the energy norm (1.98 for FEM vs. 0.98 for smoothed FEM). Convergence studies carried out here confirm these results also for higher-order X-elements.

In Section 3.4.2 the performance of different integration schemes for discontinuous integrands will be investigated for bilinear (Q4) and quadratic quadrilateral (Q8) elements. In particular, the subdivision of the element into curved integration subdomains [37], Lasserre’s method [149] as well as strain smoothing [15] are considered. While the technique to use curved integration subdomains has already been mentioned in connection with higher-order interface representations, some details on the implementation of the latter two methods are given below. More details can be found in [KMG +13].

3.3.1 Integration over Polygonal Subdomains

Lasserre’s method allows for the integration of a continuous positively homogeneous function \( f \), i.e. \( f(\lambda x) = \lambda^q f(x) \) for all \( \lambda > 0 \), on a convex \( n \)-dimensional polytope \( \Omega \). If \( f \) is continuously differentiable, the integration can be reduced to a weighted integration over the \((n-1)\)-dimensional faces \( \Gamma_I \)

\[
\int_{\Omega} f(x) d^n x = \sum_{l=1}^{m} \frac{d_I}{n+q} \int_{\Gamma_I} f(x) d^{n-1} x
\]  

with the algebraic distance \( d_I \) of \( \Gamma_I \) from the origin [124, 125]. In this way the integration of subdomains with complex shape is transferred to boundary integrals which can be evaluated by standard Gauss quadrature. That is, the triangulation of two-dimensional polygonal material subdomains is avoided. However, equation (3.15) only holds for homogeneous functions but the integration of the weak form involves linear combinations of homogeneous functions \( g(x) = \sum_{K=1}^{p} g_K(x) \). This requires the individual integration of \( p \) functions \( g_K \). With respect to the application of the method in context of a finite element formulation \( g_K \) are usually not known explicitly which requires an extension of Lasserre’s method presented by Mousavi and Sukumar [149].

In order to apply Lasserre’s integration, \( m \) discrete points \( x_I \in \{ x | \phi^h(x_I) = 0 \} \) on the level set representation of the interface are computed, Fig. 3.7. Together with element nodes and intersection points with element edges these points define a polygonal representation of the material subdomain in which Lasserre’s integration can be used. Discontinuous integrands could in principle be handled by simply defining polygons on each side of the interface in
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Figure 3.7: Application of Lasserre’s integration method to higher-order XFEM: (a) polygons representing material subdomains in X-elements. Boundary integrals have to be evaluated over the edges of the convex material subdomain and the whole element, and (b) splitting the integration of a discontinuous function $F$ into two integrals with continuous integrands $F^\pm$ (1D illustration).

which continuous polynomials can be integrated. However, considering curved interfaces, X-elements will generally be split into a convex and a concave material subdomain. Since the presented method is only applicable to convex polygons, the integration of a discontinuous function $F$ is split into an integral over the whole element $\Omega_e$ and the convex subdomain $\Omega_c^-$ as illustrated for the 1D case in Fig. 3.7 (b). Lasserre’s integration is applied to both, the element and subdomain integration.

3.3.2 Strain Smoothing

The basic idea of strain smoothing is to average the discretised derivatives $\gamma^h$ of a generalised primary field variable $\psi$ over so called smoothing cells $\Omega_c$, Fig. 3.8. The integral over the subdivided element can be replaced by the integration over the boundaries of smoothing cells which also removes the influence of the Jacobian of the geometric map. Depending on the choice of the smoothing cells a reduction of the computational effort related to quadrature of the weak form can be expected.

The smoothed field of the derivatives which is constant in each cell is given by

$$\bar{\gamma}_c^h = \int_{\Omega} \gamma^h(x) \Phi(x - x_c) \, dV$$

with

$$\Phi(x - x_c) = \begin{cases} 1/V_c & \forall \ x \in \Omega_c \\ 0 & \forall \ x \notin \Omega_c \end{cases}, \quad (3.16)$$

where $x_c$ is an arbitrary point in $\Omega_c$ and $V_c$ is the volume of the cell. $\Phi(x - x_c)$ is the typical choice for the smoothing function satisfying $\Phi \geq 0$ and $\int_{\Omega_c} \Phi(x) \, dV = 1$. With respect to the application to magneto-mechanical field problems, the generalised tensor quantity $\gamma$ stands for the symmetric strain tensor $\varepsilon$ or the vector of magnetic induction $B$.

According to equations (3.8) and (3.9) the discrete enriched derivatives are given by $\gamma^h = B^* \phi^*$. Strain smoothing results in an averaged enriched matrix of partial derivatives $B_c$.
Figure 3.8: Application of strain smoothing to higher-order XFEM: (a) subdivision of the element domain into triangular smoothing cells $\Omega_c$, and (b) smoothed generalised derivatives $\gamma^h_c$ in smoothing cells.

being constant in each smoothing cell $\Omega_c$

$$\gamma^h_c = \int_{\Omega} B^* (x) \Phi(x - x_c) dV \psi^* = \frac{1}{V_c} \int_{\Omega_c} B^* dV \psi^* = B_c \psi^*.$$  \hspace{1cm} (3.17)

This smoothing is of interest for XFEM because the matrices $B^*$ contain terms of the form $\partial N_I / \partial x_j$ and $\partial (N_I F) / \partial x_j$. Using the divergence theorem, smoothing integrals over these partial derivatives over $\Omega_c$

$$\int_{\Omega_c} \frac{\partial N_I}{\partial x_j} dV = \int_{\Gamma_c} N_I n_j dS \quad \text{and} \quad \int_{\Omega_c} \frac{\partial (N_I F)}{\partial x_j} dV = \int_{\Gamma_c} N_I F n_j dS$$  \hspace{1cm} (3.18)

can be transformed into surface integrals over products of shape functions or enrichment functions with the outward unit normal vector $n$ of the boundary $\Gamma_c$ of smoothing cells [15][16]. The coefficient matrices of a strain smoothed XFEM $K_c$ are finally obtained without explicitly computing any domain integrals from the contributions of each smoothing cell

$$K_c = \int_{\Omega_c} B^T D B_c dV = \sum_{I=1}^{n_c} \int_{\Omega_c} B^T_{I} D B_{I} V_{cI},$$  \hspace{1cm} (3.19)

where $D_{I}$, $B_{I}$, and $V_{cI}$ are the material matrix, the smoothed discrete matrix of partial derivatives and the volume of the $I$th smoothing cell, respectively. Hence, the need to compute and integrate derivatives of shape functions including the influence of isoparametric mappings are eliminated and the methods are known to be less sensitive to mesh distortion.

For X-elements with straight interfaces a single smoothing cell with straight edges per material subdomain would be sufficient to represent the topology. This would eliminate the need to further subdivide the material domains into integration triangles. Since this choice causes spurious modes similar to reduced integration, at least two smoothing cells have to be used in each subdomain [15]. In order to prevent spurious modes and to sufficiently reproduce curved material subdomains, higher-order element formulations require an even larger number of smoothing cells per subdomain. In this case, smoothing cells can be created using Delaunay triangulation based on the element nodes and discrete interface points similar
3.4 Convergence Analysis

In this section the applicability of XFEM to the modelling of weak discontinuities in the stationary magnetic and the coupled magneto-mechanical field problem is to be demonstrated and numerical properties are studied in terms of errors and convergence rates. The first demonstration problem outlined in Section 2.7 is used for verification purposes, Fig.2.3 (a). Analytic and numerical results in this section have been obtained for the following set of parameters:

\[
\begin{align*}
  a &= 5 \text{ mm} & J &= 10 \text{ A} & E^- &= 210 \text{ GPa} \\
  R &= 2.49 \text{ mm} & \mu^- &= 1000 & \nu^- &= 0.3.
\end{align*}
\]

Plots of the numerical solutions obtained for the stationary magnetic boundary value problem are shown for two different discretisations of 32 × 32 in Fig.3.9 (a) and 256 × 256 X- and ordinary finite elements in Fig.3.9 (b). From the plots of the magnetic field lines it can be seen that even the coarse mesh of 32 × 32 elements is able to reproduce the principal characteristics of the solution of the stationary magnetic field problem, for instance the flux lines entering the highly permeable cylinder at an angle of approximately 90°. Compared to the solution obtained from the fine mesh, two major sources of error can be identified. The first one is directly related to the X-elements in the vicinity of the outline of the cylinder and occurs due to the large differences in the relative magnetic permeabilities entering the element matrices by \( \mu^{-1} \). The error which appears through non-smooth magnetic field lines is only observable in the highly permeable cylinder. A second source of error is caused by the wire modelled by a nodal current which represents a singularity of the magnetic field problem. The error is clearly recognisable by the deviation from circularity of the magnetic field lines in the vicinity of the wire, Fig.3.9 (a).
The order of convergence is analysed for two different measures, the $L$ error of the magnetic potential

$$||A||_{L^2} = \left[ \frac{\int_{\Omega} \left( A^h - A \right)^2 dV}{\int_{\Omega} A^2 dV} \right]^{1/2}$$  \hspace{1cm} (3.20)

is computed from with respect to the exact solution $A$ stated explicitly in [KMG+13] which allows for a comparison to [37]. The normalised error of derivatives of the primary field variable

$$||A||_{en} = \left[ \frac{\int_{\Omega} \frac{1}{\mu} \left( A^h_k - A_k \right)^2 dV}{\int_{\Omega} \frac{1}{\mu} A_k^2 dV} \right]^{1/2}$$  \hspace{1cm} (3.21)

is measured by the energy norm. As indicated by the name this is the average relative error of the magnetic energy in the considered domain $\Omega$. In addition, the magneto-mechanical coupling will be assessed by the relative error

$$|\Delta F| = \left| \frac{F^h_{1\text{cylinder}} - F_{1\text{cylinder}}}{F_{1\text{cylinder}}} \right|$$  \hspace{1cm} (3.22)

of the resulting force per unit length acting on the cylinder. The exact solution $F_{1\text{cylinder}}$ is available from [61] and [KMG+13].

### 3.4.1 Approximation Order and Interface Representation

The convergence analysis is performed for four different cases which can be distinguished by the order of approximation and the procedure used for level set computation in the X-elements (Section 3.2):

(i) bilinear (Q4) elements and global level set values,

(ii) bilinear (Q4) elements and element local level set values,

(iii) quadratic (Q8) elements and global level set values,

(iv) quadratic (Q8) elements and element local level set values.

For each version the error measures mentioned above are computed for six discretisations of the domain $\Omega$ with $2^n \times 2^n$, $n = 4 \ldots 9$ square elements. Additionally, the errors have been calculated for three different relative permeabilities of the inclusion. The value $\mu_r^- = 10^1$ allows for a comparison with other publications like [144, 57] using a ratio of 10 in material properties. Further investigated values are $\mu_r^- = 10^3$ and $\mu_r^- = 10^6$, the latter representing an upper bound for technically possible relative permeabilities.

The obtained results are plotted against the mesh size $h$ for $\mu_r^- = 10^3$ in Fig. 3.10. The numerical values of the orders of convergence are summarised in Tab. 3.1. Since asymptotic convergence is observed only for higher resolutions, the numerical values of the convergence rates are computed using only the four finest meshes. Optimal orders of convergence in the energy norm $||A||_{en}$ are 1.0 and 2.0 for bilinear and quadratic elements, respectively. For the $L^2$ norm $||A||_{L^2}$ values of 2.0 and 3.0 are expected.

At first, the bilinear elements and the different versions for the computation of the level set values will be discussed. The error in the $L^2$ norm of the magnetic potential is clearly
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Figure 3.10: Results of the convergence analysis for different level set representations ($\mu_r^{-} = 10^3$): (a) $L^2$ norm $||A||_{L^2}$ of the magnetic potential, (b) energy norm $||A||_{en}$, and (c) relative error $|\Delta F|$ of the resulting force per unit length acting on the cylinder plotted over the mesh size parameter $h$.

| error measure | $||A||_{L^2}$ | $||A||_{en}$ | $|\Delta F|$ |
|---------------|---------------|---------------|---------------|
| relative permeability $\mu_r^{-}$ | $10^1$ | $10^3$ | $10^6$ | $10^1$ | $10^3$ | $10^6$ | $10^1$ | $10^3$ | $10^6$ |
| (i) Q4 global | 2.00 | 2.37 | 1.63 | 1.02 | 1.03 | 1.03 | 1.16 | 1.14 | 1.14 |
| (ii) Q4 local | 1.99 | 1.81 | 0.83 | 1.01 | 1.02 | 0.92 | 1.18 | 1.17 | 1.16 |
| (iii) Q8 global | 2.47 | 2.68 | 2.35 | 1.64 | 1.84 | 1.99 | 1.91 | 1.91 | 1.91 |
| (iv) Q8 local | 2.47 | 2.78 | 2.80 | 1.64 | 1.84 | 2.17 | 1.91 | 1.91 | 1.91 |
influenced by the used level set approach, Fig. 3.10 (a). The accuracy of the element local approach is deteriorated by the problems of interelement continuity outlined in Section 3.2. It is therefore one order of magnitude below the global level set approach. In addition, it cannot be recommended to use the bilinear elements with element level sets for extremely high contrasts of the permeability as the order of convergence decreases significantly, Tab. 3.1. Regarding the energy norm $|A|_{en}$ it can be observed that both, the error and the orders of convergence, are virtually independent of the computation of the level set values, Fig. 3.10 (b). Optimal orders of convergence are obtained, Tab. 3.1.

For quadratic approximations a very good performance of the element local level set approach is noticed. That is, both versions produce almost identical errors and orders of convergence. However, the element local version is easier to handle due to its locality. Different from the global approach, the orders of convergence of the $L_2$ and energy error increase with the ratio of relative permeabilities $\mu_r^-/\mu_r^+$. The maximum and close to optimal rates are obtained for $\mu_r^- = 10^6$, Tab. 3.1.

In summary, the use of quadratic shape functions does not yield optimal convergence rates for any of the investigated relative permeabilities, Tab. 3.1. A comparable study of a mechanical problem with a ratio of Young’s moduli of 10 between inclusion and matrix, performed by Cheng and Fries [37], reports values of 2.4 and 1.4 in the $L_2$ and the energy norm, respectively. In this study biquadratic elements (Q9) and subdivision using four points for the interface approximation have been used which is slightly different from the present investigation. While the convergence rate for the $L_2$ norm observed here is in good agreement to their results, the energy norm converges more rapidly in the present study, Tab. 3.1. Because no analytic solution was available for the mechanical fields at the time of the study, the solution of the coupled field problem has to be assessed by the convergence of the relative error of the resulting force per unit length acting on the cylinder, Fig. 3.10 (c). Its computation is based on the pseudo-mechanical stress tensor $\mathbf{E}\sigma$ and therefore depends on the gradient of the displacement field. However, the error is also influenced by the gradients of the magnetic field, as $\sigma$ involves the first-order partial derivatives of $A$. That is why the improved approximations of the magnetic potential and the geometry will come into effect twice which results in convergence rates of 1.14 ... 1.18 for the bilinear and 1.91 for the quadratic elements. As only gradients of the primary field variables are analysed, virtually no difference between the different approaches of level set approximation can be discovered. Furthermore, the convergence rates of $|\Delta F|$ are independent of the permeability.

### 3.4.2 Numerical Integration

The convergence analysis regarding the influence of numerical integration schemes is performed for six different cases, distinguished by the order of approximation (Q4/Q8) and the integration procedure used in the X-elements:

(i) Subdivision into triangular and quadrilateral integration subdomains (IS),

(ii) Lasserre’s integration (L),

(iii) Strain smoothing (SM).

It is noted that standard Gauss quadrature is applied in all ordinary finite elements. The convergence studies are performed using the same discretisations as in Section 3.4.1. Results are given for the ratio of the relative permeabilities $\mu_r^-/\mu_r^+ = 10^3$ and the use of element
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Figure 3.11: Results of the convergence analysis for different integration procedures (IS – integration subdomains, L – Lasserre’s integration, SM – strain smoothing, $\mu = 10^3$): (a) normalised $L^2$ norm $||A||_{L^2}$ of the magnetic potential, (b) energy norm $||A||_{en}$, and (c) relative error $|\Delta F|$ of the resulting force per unit length acting on the cylinder plotted over the mesh size parameter $h$.

local level sets. In the case of Q8 elements, curved triangular and quadrilateral integration subdomains are used, Fig.3.5 (b). For Lasserre’s integration and strain smoothing the interface in the element is divided into two segments for Q4 elements. For Q8 elements with curved interfaces the required number of segments per element is chosen to ensure equivalent integration results from the polygonal approach (Lasserre’s method) and the subdivision into integration subdomains. A number of 20 segments leads to identical results. However, on further numerical inspection it was found that already 5 segments per element, despite a slightly worse integration error, produce the same error and convergence behaviour with respect to $L^2$ and energy norm as 20 segments. In order to have comparable results the same number of interface segments is used with strain smoothing.

The obtained results are plotted against the mesh size $h$ for $\mu = 10^3$ in Fig.3.11 and the convergence rates are summarised in Tab.3.2. As in the previous section, numerical values are computed using only the four finest meshes. At first, the performance of Lasserre’s method (L) will be compared to the subdivision into integration subdomains (IS). From Fig.3.11 it can be deduced that Lasserre’s method and the use of integration subdomains show equal performance regarding the error level for $L^2$ and energy norm as well as convergence rates for both Q4 and Q8 elements, if a fine segmentation of the interface is used. The computation time for preprocessing and integration for Lasserre’s method is longer and scales with an average factor of 2.6 (5 segments per element) compared to integration subdomains. Despite the fact of being computationally more expensive, the method is advantageous from a methodic point of view since the need for a further element subdivision is eliminated which is particularly interesting for 3D implementations of higher-order methods.
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Table 3.2: Convergence rates of error measures $||A||_{L^2}$, $||A||_{en}$ and $|\Delta F|$ obtained for different integration procedures and approximation orders.

| error measure | $||A||_{L^2}$ | $||A||_{en}$ | $|\Delta F|$ |
|---------------|---------------|---------------|--------------|
| integration procedure | Q4 | Q8 | Q4 | Q8 | Q4 | Q8 |
| (i) Integration subdomains | 1.81 | 2.78 | 1.02 | 1.84 | 1.17 | 1.92 |
| (ii) Lasserre’s method | 1.81 | 2.78 | 1.02 | 1.84 | 1.17 | 1.92 |
| (ii) Strain smoothing | 1.86 | 2.49 | 1.02 | 1.32 | 1.17 | 2.08 |

For strain smoothing a mixed picture can be asserted. A good overall performance is observed for Q4 elements in comparison to the other methods. In addition, the results are in good agreement with [15]. For the $L^2$ norm Bordas et al. report an order of 1.69 \ldots 1.79 for the strain smoothed XFEM which is slightly less than the value of 1.86 obtained here, Tab. 3.2. The orders of convergence for the energy norm are approximately 1.3 compared to 1.02. As expected from the performance of strain smoothing with ordinary Q8 elements in [15], a loss of accuracy can be discovered for Q8 X- and ordinary elements, especially regarding the energy norm, Fig. 3.11(b). The fairly good performance in conjunction with Q8 elements regarding the $L^2$ norm and the coupled problem must be assessed having in mind that strain smoothing is only applied in X-elements, while Gauss quadratures are used in standard isoparametric elements. The preprocessing and integration time of strain smoothing scales with an average factor of 1.25 compared with integration subdomains which is faster than Lasserre’s method.

3.5 Conclusion

In this section one of the first applications of XFEM to non-mechanical boundary value problems has been presented. A one-sided magneto-mechanical coupling due to magnetic stresses has been considered and studied for a two-dimensional demonstration problem. Although both bilinear (Q4) and quadratic (Q8) elements are considered for comparative purposes, the major part of this chapter was devoted to the review and the development of methods for level set representation and numerical integration of the weak form for curved interfaces in higher-order XFEM formulations.

In order to reduce the complexity of the representation of curved interfaces, an element local approach has been developed which allows for an automated element by element computation of the level set values and also ensures the compatibility of the level set representation and the integration subdomains. For Q4 elements equal orders of convergence in the energy norm are observed while the standard approach shows a superior convergence behaviour in the $L^2$ norm. In the quadratic cases the results from both methods are identical for reasonable discretisations.

In addition to the interface representation, numerical integration procedures for curved interfaces and material subdomains have been addressed. Lasserre integration and strain smoothing have been applied in conjunction with higher-order interface representations. From the obtained results it can be concluded, that only Lasserre’s method offers the possibility of avoiding the subdivision of material domains into integration subdomains. This advantage becomes particularly interesting for 3D implementations as presented in [152], even though the computational costs increase compared to the division into integration subdomains. The
application of strain smoothing to Q8 elements cannot be recommended for performance
goals and due to the fact that a fine grid of smoothing cells is required to avoid spurious
modes and to properly capture a curved interface.

While mechanical problems feature typical ratios in the order of $10^3$ between the stiffness
properties of different materials, there are much higher ratios to be found in common mag-
netic applications. Therefore, the dependence of errors in XFEM on the magnitude of the
jump of material properties across a discontinuity has been investigated. For ratios up to
$10^6$ a significant impact on the order of convergence in the $L^2$ and energy error norm of the
magnetic field problem is found. This dependence turned out to be qualitatively different for
the presented discretisations and level set procedures.

In the following Chapter, the described methods will be applied to model the heterogeneous
material structure of the magnetoactive composite material outlined in Section 1.1. XFEM
models of representative volume elements are used in combination with homogenisation
techniques to predict the effective magnetic and mechanical material behaviour of the com-
pose using only geometrical and constitutive information from the micro- and mesoscale.
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In this chapter XFEM is applied to generate numerical models of Representative Volume Elements (RVE) which are characteristic of the local material structure of a specific MRE. Based on these RVE models the effective coupled magneto-mechanical response of the composite is predicted numerically by a homogenisation procedure. The scale transition process is based on the energy equivalence condition which is satisfied by periodic boundary conditions for the primary magnetic and mechanical field variables, i.e the magnetic potential and the displacements.

4.1 Homogenisation Approach

This section presents an algorithm for the computation of the macroscopic magnetic and coupled magneto-mechanical response of MRE. The underlying microscopic structure is represented by a two-dimensional RVE of rectangular shape with two pairs of opposite boundaries $\partial \Omega^I$, $I = 1, 2$. All nodes at the boundary of the discrete model can be grouped into node pairs which are connected by two vectors $\Delta x^I$, Fig. 4.1 (a). Volume averages

$$\langle (\cdot) \rangle := \frac{1}{V_{\text{RVE}}} \int_{\Omega} (\cdot) \, dV$$  \hspace{1cm} (4.1)

over the RVE domain $\Omega$ with the volume $V_{\text{RVE}}$ are used to relate the local field variables in the RVE to effective values on a larger length scale, e.g. the macroscale, which are labelled by $\bar{(\cdot)}$.

The basis of the presented scale transition process is the equivalence of the effective virtual work and an average virtual work for the heterogeneous microstructure [94]. These so-called macro-homogeneity conditions are given by

$$\bar{H}_i \delta \bar{B}_i = \langle H_i \rangle \langle \delta B_i \rangle = \langle H_i \delta B_i \rangle$$ \hspace{1cm} (4.2)

$$\bar{\sigma}^{\text{tot}}_{ij} \delta \bar{\varepsilon}_{ij} = \langle \sigma^{\text{tot}}_{ij} \rangle \langle \delta \varepsilon_{ij} \rangle = \langle \sigma^{\text{tot}}_{ij} \delta \varepsilon_{ij} \rangle$$ \hspace{1cm} (4.3)

for the magnetic and coupled mechanical problem, respectively. Depending on the specific material behaviour of the local constituents, different computational homogenisation procedures based on the macro-homogeneity conditions can be used to predict the effective material behaviour:

(i) *Simulation of the effective material response*: Effective magnetisation or stress-strain curves can be simulated for different load cases based on numerical RVE models and suitable boundary conditions. This procedure gives valuable insight into structure-properties relations. In addition, the parameters of macroscopic models can be obtained from parameter fitting to the numerically predicted effective responses.
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Figure 4.1: Two-dimensional representative volume element (RVE): (a) pairs of opposite surfaces ∂Ω± and characteristic vectors ΔxI with I = 1, 2 that define the size of the RVE, and (b) non-conforming regular XFEM mesh with nodal degrees of freedom coupled to two additional master nodes M with support to prevent rigid body motions.

(ii) Adapted homogenisation procedures: For certain material models, e.g. linear elastic and viscoelastic models, it is possible to directly compute effective material parameters from the simulation of the local material in the RVE for specific load cases.

(iii) Coupled multi-scale simulations: As effective constitutive relations will generally not be available for complex heterogeneous materials, it is possible to couple an RVE of the local material structure to macroscopic analysis models which is known as the FE² approach. In this method, effective material tangents and the update of the macroscopic constitutive variable are obtained from RVE models attached to the integration points of the macroscopic model, i.e. the RVE computations replace the definition and evaluation of a macroscopic material model. However, the approach comes at enormously high numerical costs which so far prevented its utilisation in realistic, large scale applications.

All three approaches are essentially based on the simulation of the local material response in an RVE which requires a set of boundary conditions. In this work the effective induction B and strain  are used as control variables, i.e. they define the effective load state of the RVE. Boundary conditions for the magnetic potential A and the displacement field u are used to prescribe the effective variables to the RVE. The effective response is then computed in terms of  and . Feasible boundary conditions for the RVE problem arise from the macro-homogeneity theorem together with the balance equations (2.31) and (2.48) excluding body loads j and ρf. Here, periodic boundary conditions for the vector potential and the displacement are used. They consist of a linear term to define the macroscopic values of B and  but allow for periodic fluctuations of the potential and the displacements. The conjugated variables of the tangential magnetic field and the total traction have to be antiperiodic.

The local magneto-mechanical field problem that has to be solved in the RVE has been formulated in Chapter 2, and a numerical model is generated using XFEM as outlined in the context of Chapter 3. Fig. 4.1 (b) schematically shows the non-conforming mesh together with two additional master nodes Mi and a support to prevent rigid body motions. Following [113, 114], periodic boundary conditions are realised by prescribing the potential and the displacement to the master nodes which are coupled to node pairs on opposite edges of the RVE.
4.1 Effective Magnetic Response

By choosing the vector potential according to the mentioned periodic boundary conditions

\[ A_3 = e_{3pq} \tilde{B}_p x_q + \tilde{A}_3, \quad (4.4) \]

the macro-homogeneity condition (4.2)

\[
\frac{1}{V_{\text{RVE}}} \int_{\Omega} H_I B_I \, dV = \frac{1}{V_{\text{RVE}}} \int_{\partial \Omega} H_I \epsilon_{lmn} \left( \delta_{n3} e_{3pq} \tilde{B}_p x_q + \delta_{n3} \tilde{A}_3 \right) n_m \, dS
\]

is fulfilled. The second term on the right hand side of the equation above vanishes, because of the homogeneity in the \( x_3 \)-direction \( H_3 = 0 \). The last term in equation (4.5) is equal to zero, if an antiperiodic surface current density \( k_{I3} = -k_{I3} \) and a periodic fluctuation of the vector potential \( \tilde{A}_{3}^{I+} = \tilde{A}_{3}^{I-} \) are assumed. In addition to this fluctuation term, equation (4.4) contains a linear part \( e_{3pq} \tilde{B}_p x_q \) required to prescribe the macroscopic value \( \tilde{B} \) to the RVE.

The macroscopic field strength \( \tilde{H} \) can be computed as the volume average (4.1) of the local magnetic field which simplifies to

\[
\tilde{H}_k = \frac{1}{V_{\text{RVE}}} \int_{\Omega} H_k \, dV = \frac{1}{V_{\text{RVE}}} \int_{\partial \Omega} \epsilon_{k mn} e_{qsn} H_q x_m n_s \, dS = \frac{1}{A_{\text{RVE}}} \sum_{l=1,2} e_{kl3} \Delta x^l_{I3} j^l_3 \quad (4.6)
\]

for the two-dimensional RVE under consideration. In equation (4.6) \( A_{\text{RVE}} \) is the area of the RVE domain, and \( j^l_3 \) are the master node reaction currents which are calculated from the one-dimensional boundary integral

\[
j^l_3 = \int_{l^+} e_{3qs} H_q n_s \, dl. \quad (4.7)
\]

The effective magnetisation \( \tilde{M} \) is obtained from equation (2.34) and the values \( \tilde{B} \) and \( \tilde{H} \).

4.1.2 Effective Magneto-Mechanical Response

Similar to the magnetic relation (4.5), it can be shown that the two-dimensional displacement field

\[ u_i = \tilde{\varepsilon}_{ij} x_j + \tilde{u}_i \quad (4.8) \]

satisfies the Hill-Mandel lemma (4.3), together with the condition that the total traction has to be antiperiodic, i.e. \( p^l_{i+} = -p^l_{i-} \). The equation above consists of a linear term \( \tilde{\varepsilon}_{ij} x_j \) which prescribes the macroscopic strain state to the RVE and a periodic fluctuation part \( \tilde{u}_{i+}^{l} = \tilde{u}_{i-}^{l} \). Plane strain states are assumed on both, micro- and macroscale.

The effective response in terms of the mechanical stress tensor

\[ \tilde{\sigma}_{ij} = \frac{1}{A_{\text{RVE}}} \sum_{l=1,2} \Delta x^l_{Ij} F^l_j \]  

(4.9)
is computed from the dyadic product of the characteristic RVE vectors $\Delta x^I$ with the reaction forces divided by the area of the RVE. The mechanical master node reaction forces

$$F_j^I = \int_{l^+} \sigma_{ij} n_i \, dl$$  \hspace{1cm} (4.10)

are equal to the integral of the mechanical surface tractions along the positive edges of the RVE.

### 4.2 Unit Cell Model of an Anisotropic Microstructure

In this section the introduced homogenisation algorithm is validated for a particular periodic microstructure. After the definition of the considered microstructure and the magnetisation behaviour of the particles which is motivated from experimental investigations, a convergence study on the effective linear magnetic and mechanical properties demonstrates the applicability of the outlined approach. Moreover, the effective anisotropic magnetisation behaviour, and the coupled response to three different magnetic loadings are analysed under the assumption of zero macroscopic deformation, $\bar{\varepsilon} = 0$. Despite the effective deformation state set to zero, the RVE will still deform due to periodic fluctuations.

#### 4.2.1 Problem Definition

The considered idealised two-dimensional microstructure is illustrated in Fig. 4.2 (a). Its internal structure is motivated by the chain-like arrangement of magnetisable particles which typically results from the crosslinking of the polymeric matrix under an applied magnetic field, Fig. 1.1 (c). The RVE in Fig. 4.2 (a) contains three particles modelled as circular inclusions in the two-dimensional setting. All inclusions are assigned with a material behaviour representing carbonyl iron powder BASF CIP CC and have the diameter $d$. In the $x_1$-$x_2$-system the centers of the inclusions are located at $(3; 12) \, \mu m$, $(9; 8) \, \mu m$ and $(9; 16) \, \mu m$.

Experimental results regarding the magnetisation behaviour of the BASF CIP CC material obtained by the group of S. Odenbach\(^1\) are presented in Fig. 4.2 (b). The analysed material exhibits a non-linear, isotropic magnetisation behaviour with negligible hysteresis which can be represented in terms of the Langevin function (2.71). This function has two parameters which have to be determined from the experimental data. Results obtained for a saturation magnetisation $a_1 = M_S = 8.4 \times 10^5$ A m$^{-1}$ and a scaling parameter $a_2 = \delta = 2.2 \times 10^{-5}$ m A$^{-1}$ are plotted in Fig. 4.2 (b). A linearisation of equation (2.71) in the vicinity of $H = 0$ yields the constant relative permeability

$$\mu_r = \frac{M_S \delta}{3} + 1$$  \hspace{1cm} (4.11)

and equation (2.34) can be rewritten in the simple form $B_l = \mu_0 \mu_r H_l$ representing a linear approximation to the magnetic material behaviour of the particles (superscript $P$). As expected, this linear approximation with $\mu_r^P = 7.2$ is only reasonable for small values of the magnetic field. The elastomeric matrix (superscript $M$) consists of Wacker Chemie AG Elastosil® RT 745 which is assumed to be non-magnetisable $\mu_r^M = 1$. With respect to the assumed small

---

\(^1\)TU Dresden, Chair of Magnetofluidynamics, Measuring and Automation Technology.
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Figure 4.2: Idealised periodic microstructure: (a) RVE containing three circular inclusions with diameter \(d\), and (b) non-linear magnetisation behaviour of BASF CIP CC powder assumed for the circular inclusions – experimental results and models according to equations (2.71) and (4.11).

deformations, both constituents are modelled as isotropic linear elastic according to equation (2.93) with the parameters \(E^p = 2.1 \times 10^5\) MPa and \(E^M = 0.2\) MPa as well as the Poisson ratios \(\nu^p = 0.3\) and \(\nu^M = 0.4\) for the particles and the matrix, respectively.

4.2.2 Convergence Study for the Effective Linear Response

In this section the convergence of the effective parameters is studied for different mesh resolutions using either linear or quadratic elements. A total number of six discretisations with \(8 \times 16, 16 \times 32, 32 \times 64, 64 \times 128, 128 \times 256\) and \(256 \times 512\) elements are considered, Fig. 4.3 (a). The mesh resolution is specified by the size of the element edge \(h\). All inclusions have a diameter of \(d = 3.8\) \(\mu m\) which results in a volume fraction of approximately 12%.

At first, the effective magnetic behaviour is analysed. As a consequence of the geometrical arrangement of the circular inclusions, the macroscopic magnetic behaviour is anisotropic and can be described in terms of the second-order tensor of effective relative permeability \(\bar{\mu}_r\)

\[
\bar{\mu}_r = \mu_0 \bar{\mu}_r \bar{H}.
\]

(4.12)

In order to determine \(\bar{\mu}_r\), two magnetic load cases are defined by different choices of the effective magnetic induction \(\bar{B}\) and solved numerically for the effective magnetic field \(\bar{H}\). The first considers \(\bar{B}\) parallel to the \(x_1\)-axis and the second a magnetic field parallel to the \(x_2\)-direction. In Fig. 4.3 (b) the convergence of \(\bar{\mu}_{r11}\) is plotted for all six meshes of linear and quadratic elements, respectively. A monotonic convergence is observed for both element types. Even with the coarsest mesh, the results obtained with the quadratic elements produce errors of less than 0.2%. All results lie in between the Reuss (\(\bar{\mu}_{r11}^R = 1.1\)) and Voigt (\(\bar{\mu}_{r11}^V = 1.7\)) bounds.

To obtain the effective stiffness \(\bar{C}\), a purely mechanical homogenisation (\(\bar{B} = 0\)) is performed under the assumption of a plane strain state. Three macroscopic deformation states, i.e. two uniaxial strain and one shear mode, are prescribed to the RVE in terms of the effective strain \(\bar{\varepsilon}\) applied by periodic displacement boundary conditions. The effective linear elastic stiffness is computed from the corresponding macroscopic stresses according to equation (4.9). The results of the convergence study in terms of \(C_{11}\) are plotted in Fig. 4.3 (c).
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![Figure 4.3: Selected results of a convergence study for the effective material behaviour using different discretisations of linear and quadratic elements: (a) numerical RVE model with $d = 3.8\ \mu m$ and $h = 0.75\ \mu m$ - ordinary finite elements together with triangular and quadrilateral integration subdomains of the X-elements, (b) relative permeability $\bar{\mu}_{r11}$, and (c) stiffness $\bar{C}_{11}$.]

Again, significantly smaller errors are obtained for quadratics. It is noted that coarse discretisations produce higher relative errors in the mechanical case than for the effective magnetic behaviour at the same resolution. This is due to the large contrast of the elastic moduli of inclusion and matrix of almost six orders of magnitude. In comparison, the relative permeabilities of both components differ only by the factor 7.2. However, all numerical values obtained lie in between the Reuss ($\bar{C}^{R}_{11} = 0.49\ \text{MPa}$) and Voigt ($\bar{C}^{V}_{11} = 3.34 \times 10^4\ \text{MPa}$) bounds. Since the matrix is very soft and has a high volume fraction compared to the particles, the numerical results for periodic boundary conditions are close to the Reuss bound which assumes a homogeneous stress field. The magnetic and the mechanical macroscopic properties converge from different directions (Fig. 4.3(b) and (c)), because the tensor of the relative permeability $\bar{\mu}_r$ has the nature of a compliance rather than a stiffness, as $\bar{B}$ can be interpreted as a kinematic and $\bar{H}$ as the conjugated kinetic variable.

4.2.3 Effective Magnetisation Behaviour

The effective magnetic behaviour of the MRE is now predicted in terms of macroscopic RVE model and loading magnetisation curves $\bar{M}(\bar{H})$. All particles have a diameter of $d = 5\ \mu m$ resulting in a particle volume fraction of approximately 20%. The RVE domain is discretised by $49 \times 98$ quadratic elements. Both, non-linear (2.71) and linear (4.11) magnetisation behaviour of the inclusions will be considered. A macroscopic magnetic induction with an intensity of 2 T is applied to the RVE within 20 increments for three different directions: parallel (0°), perpendicular (90°) and under an angle of 45° to the internal chain direction, Fig. 4.4. The application of such a high magnetic induction which is hardly achievable in experiments without losing the homogeneity of the macroscopic field is required to investigate the full range of the physical non-linearity.

The results in Fig. 4.4 show the obtained effective magnetisation curves for the non-linear magnetic behaviour of the particles and its linear approximation. As a consequence of the internal material structure, the effective magnetic material behaviour is anisotropic. This effect decays for strong magnetic fields due to the magnetic saturation characteristics in the non-linear case. Corresponding experimental have been reported by Danas et al. For the linear material behaviour the magnetisation is anisotropic for all values of the magnetic field $H$. 
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4.2.4 Effective Magneto-Mechanical Behaviour

The effective coupled magneto-mechanical behaviour is analysed by evaluating mechanical actuation stresses according to equation (4.9). These stresses occur in the coupled magneto-mechanical problem if the macroscopic deformation is set to zero, i.e. $\bar{\varepsilon} = 0$, and the MRE is loaded magnetically. However, as a consequence of the periodic displacement boundary conditions (4.8), the RVE is allowed to deform locally due to the fluctuation terms.

At first, two load cases are considered with the effective magnetic induction either aligned with or perpendicular to the internal chain-like structure. Again, the macroscopic induction of $|\bar{B}| = 2 \, \text{T}$ is applied to the RVE within 20 increments. Fig. 4.5 (a) shows the mechanical actuation stresses for the macroscopic magnetic induction aligned with the internal chain-like structure. The small inserted picture of the local displacement field $u_2$ illustrates that the two inclusions on the right attract each other. In this contour plot red corresponds to positive and blue to negative values of the local vertical displacement field $u_2$. Since the macroscopic deformation is set to zero, an elongation of the RVE in the $x_1$-direction is prevented which results in a negative actuation stress $\bar{\sigma}_{11} < 0$. In the $x_2$-direction the attraction of the inclusions is compensated by a tensile stress $\bar{\sigma}_{22} > 0$. The initial behaviour of the actuation stresses versus the magnetic induction is quadratic as the pseudo-magnetic stress $\hat{\sigma}$ is a quadratic function of the magnetic field. This is in accordance to analytical results of Galipeau and Ponte Castañeda [73]. For $|\bar{B}| \geq 0.6 \, \text{T}$ the saturation becomes dominant in the non-linear case, but in the linearised regime ($\mu^p = \text{const.}$) the behaviour remains quadratic in $|\bar{B}|$.

If the macroscopic induction is applied perpendicular to the chain direction, there is a repulsive interaction which result in the actuation stresses $\bar{\sigma}_{11} > 0$ and $\bar{\sigma}_{22} < 0$, Fig. 4.5. Again, the initial dependence is quadratic in $|\bar{B}|$ before saturation effects become relevant. The plotted shear stress components $\bar{\sigma}_{12}$ and $\bar{\sigma}_{21}$ are almost zero for the linear and the non-linear magnetic case and both loading directions.

The results shown in Fig. 4.6 correspond to the macroscopic induction applied at an angle of $45^\circ$. In Fig. 4.6 (a) the contour plots of the local magnetic induction on the deformed RVE are displayed. The resulting actuation stresses are qualitatively different from the stresses discussed for the parallel and the perpendicular orientations of the magnetic field, Fig. 4.6 (b). Here, the normal stress components $\bar{\sigma}_{11}$ and $\bar{\sigma}_{22}$ are smaller than the shear stresses $\bar{\sigma}_{12}$ and $\bar{\sigma}_{21}$.
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Figure 4.5: Macroscopic mechanical actuation stresses for magnetic loading $|\vec{B}| = 2 \text{T}$ within 20 increments and $\ddot{\varepsilon} = 0$: (a) macroscopic magnetic induction applied parallel, and (b) perpendicular to the internal chain-like structure. Non-linear magnetic response of the inclusions is represented by solid lines and the linear approximation with dashed lines.

Figure 4.6: Magnetic loading $|\vec{B}| = 2 \text{T}$ at an angle of $45^\circ$ and $\ddot{\varepsilon} = 0$: (a) local magnetic induction in the deformed RVE, and (b) macroscopic mechanical actuation stresses for the non-linear (solid lines) and linear (dashed lines) magnetic material behaviour of the inclusions.

An essential aspect of the results is that the macroscopic mechanical stress tensor is unsymmetric with $\ddot{\sigma}_{12} < 0$ and $\ddot{\sigma}_{21} > 0$. This is due to the anisotropic microstructure. The non-symmetric macroscopic shear components of the actuation stress equilibrate a macroscopic torque, which acts counterclockwise on the structure. Since the magnetic induction is not applied parallel to the principal axes of the composite, the internal chain-like structure of the composite, Fig. 4.2 (a), intends to rotate and align with the external magnetic field. This causes a macroscopic torque acting on the composite. Again, the initial behaviour is quadratic in $|\vec{B}|$ for the non-linear magnetic model and quadratic over the whole range of $|\vec{B}|$ for the linear approximation.

4.3 Random Isotropic and Anisotropic Microstructures

In this section numerical simulations are carried out for more complex microstructures with random, polydisperse, isotropic or anisotropic particle distributions. XFEM models of these local material structures are generated by a random sequential adsorption algorithm.
which can be used very efficiently with the XFEM procedures for interface representation. Circularly shaped particles (radius $r_I$) are added sequentially to the RVE domain $\Omega$. Intersections of the $I$-th particle domain with adjacent particles are avoided by testing the criterion

$$||x_I - x_J|| < r_I + r_J + d$$

(4.13)

for any particle $J$ already added to the domain. That is, the distance of the center points of two neighbouring inclusions must be larger than the sum of their radii $r_I$ and $r_J$, respectively. The parameter $d$ is chosen to prevent numerical problems that may result from thin matrix domains. Polydisperse microstructures are defined in terms of a set of radii $r$ and associated partial concentrations $\phi$ which can be parametrised by experimentally obtained particle size distributions as demonstrated in Section 4.3.2. The algorithm produces random, quasi-isotropic particle distributions. To generate anisotropic arrangements, the coordinates of the particle centers $x_I$ have to be constrained. As a result of the circular particle shape, the particle-matrix interface is given analytically and a level set representation of the particle boundary is defined by the center $x_I$ and radius $r_I$ of the $I$-th particle. All elements intersected by the material interface become X-elements and the resulting material subdomains as well as the ordinary finite elements are assigned with the corresponding properties of particle or matrix, respectively.

### 4.3.1 Effective Magnetostrictive Behaviour

The random adsorption algorithm has been used to generate two-dimensional RVE models of random isotropic and anisotropic particulate microstructures with particle volume fractions of $c = 0.3$ and $c = 0.08$, respectively. Particles distributions defined by three different radii $r = \{1, 2, 3\}$µm which account for $\phi = \{20, 40, 40\}$% of the total particle volume fraction are used for the isotropic and anisotropic case. The mechanical behaviour of both constituents is modelled as isotropic linear elastic with the parameters $E^P = 2.1 \times 10^5$ MPa and $E^M = 0.2$ MPa as well as the Poisson ratios $\nu^P = 0.3$ and $\nu^M = 0.4$. Linear magnetisation behaviour ($\mu^P = 7.2$) is assumed for the particles while the matrix is non-magnetisable ($\mu^M = 1$). The assumption of linear magnetic material behaviour is reasonable for the applied magnetic inductions of $\bar{B} = 0.3$ T.

The coupled magneto-mechanical response of the random microstructures has been simulated for a macroscopic magnetic induction $\bar{B}$ which is applied to the RVE. Two different perpendicular orientations are considered according to Fig. 4.7 (a). Macroscopically traction free boundaries allow for the analysis of magnetically induced deformations $\bar{\varepsilon}$, i.e. the prediction of magnetostrictive effects, Fig. 4.7 (b). It is found that both, isotropic and anisotropic, RVE elongate ($\bar{\varepsilon} > 0$) parallel to the applied magnetic field. Lateral contraction is observed due to the Poisson effect. It has to be noted, that an ideal chain of finite length would show a contraction if the magnetic field is applied parallel to the chain. The elongation observed for the random chain-like microstructure results from the motion of the particles that try to form an ideal chain, Fig. 4.7 (a). This has been previously explained by Danas et al. [43]. Similarly, Han et al. [88] have performed microscopic finite element computations which underline the importance of a wavy chain geometry on the direction of the resulting magnetostriction. While the random particle distribution yields an isotropic effective response, the chain-like RVE shows an anisotropic behaviour with stronger magnetostrictive effects observed in the direction of the particle chain. Again, even linear magnetic and mechanical properties translate into a progressive coupling behaviour which is in line
4.3.2 Experimental Validation

Following the comparison of numerical results for different microstructures, the predictions for RVE with random, polydisperse isotropic particle distributions are to be validated by experimental results obtained in the group of M. Schrödner. Similarly to the preceding theoretical study, RVE with randomly distributed magnetisable particles (BASF CIP-SQ with properties $E_P = 210$ GPa, $\nu_P = 0.3$, and $\mu_P = 7.2$) are generated. Particles with four different radii $r = \{1, 2, 3, 4\}$ µm accounting for $\phi = \{10, 40, 30, 20\}$% of the total particle volume fraction are embedded into the non-magnetisable ($\mu_M = 1.0$) polymeric matrix. The matrix material Bayer Desmopan 481 is assumed to show almost incompressible linear elastic behaviour ($E_M = 14.6$ MPa, $\nu_M = 0.49$). The chosen radii and the corresponding volume fractions originate from a particle size distribution reported in [ZZB + 14]. Clusters of particles, which have been detected by a computed tomography analysis, are not included in the simulations. Exemplary isotropic RVE with different total particle volume fractions $c$ are presented in Fig. 4.8. In addition to the experimentally used volume fractions which have been derived from the mass contents of CIP-SQ, the values of $c = 23.0\%$ and $c = 33.0\%$ have been included only for the purpose of simulation.

First, the effective mechanical behaviour is to be computed and compared to analytical as well as experimental results. According to Lopez-Pamies et al. [133, 134, 135], the effective
4.3 Random Isotropic and Anisotropic Microstructures

\[ c = 9.2\% \quad c = 13.2\% \quad c = 18.6\% \quad c = 23.0\% \quad c = 26.3\% \quad c = 33.0\% \quad c = 37.8\% \]

Figure 4.8: Isotropic RVE with randomly distributed particles of different volume fractions \( c \).

\[
E(c) = \frac{1}{(1 - c)^2} E^M, \tag{4.14}
\]

i.e. the effective behaviour of the isotropic RVE will be exactly the same as for the pure matrix except for a concentration dependent amplification factor, see Section 5.2.2 for further details. In order to predict the effective mechanical behaviour, XFEM models of the random particulate microstructure are loaded mechanically by a prescribed uniaxial macroscopic strain \( \varepsilon \). Figure 4.9 (a) presents experimental data and results of the multiscale XFEM simulation together with the theoretical prediction according to equation (4.14). It can be seen that the effective stiffness of the isotropic MRE in terms of the macroscopic Young’s modulus \( E \) grows with increasing volume content of magnetisable particles. Both, theoretical and experimental curves predict the same characteristic dependence with the analytical approach slightly overestimating the effective stiffness.

The coupled magneto-mechanical response of the considered real MRE is analysed in terms of magnetostrictive strains, Fig. 4.9 (b). A macroscopic magnetic induction \( B \) is applied to the RVE while macroscopically traction free boundaries allow for a magnetically induced macroscopic deformation \( \varepsilon \). The resulting magneto-mechanical boundary value problem is solved numerically using quadratic standard and X-elements. Linear magnetic material behaviour is assumed for the particles as only moderate magnetic inductions of \( B = 0.3 \) T are applied. Similarly to the previous section, the RVE elongates parallel to the applied magnetic
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field. As it can be seen in Fig. 4.9 (b), the macroscopic magnetostrictive effect increases up to an extremal value at \( c = 26.3\% \). After this maximum, the mechanical stiffening effect dominates for a further increase of the particle volume content. Actually, this value is in excellent accordance with results of Davis [46] where an optimal concentration of \( c = 27\% \) is found to yield the maximum magnetorheological effect. All values in Fig. 4.9 (b) are given normalised with respect to the maximum magnetostrictive deformation.

4.4 Conclusion

In this section a computational homogenisation approach to predict the effective magnetic and coupled magneto-mechanical response of MRE has been presented. It was applied to a generic unit cell model as well as more complex random microstructures which can be modelled efficiently using XFEM. The convergence of the approach regarding the effective linear magnetic and mechanical material behaviour has been demonstrated for linear and quadratic approximations.

For the initially analysed unit cell, actuation stresses for three different magnetic loading directions are found to be in qualitative agreement with experiments on MRE as well as analytical findings. The model predicts an elongation of the composite, if the magnetic stimulus is applied parallel to the chains of magnetisable particles. Physically sensible predictions are also obtained for isotropic and anisotropic RVE with random particle distributions that have been validated by experimental results.

With the combination of the continuum formulation of the magneto-mechanical boundary value problem and the efficient discretisation of complex microstructures using XFEM with homogenisation techniques for the coupled problem, a modelling strategy has been proposed that enables a qualitative and quantitative analysis of the structure-property relations of MRE. The method is very flexible regarding the microstructure to be modelled and a variety of material models can be used to represent the microscopic constituents. This approach is to be further developed in order to directly convert computed tomography scans into numerical analysis models or to work with statistically similar RVE models. However, it has to be noted that discrete approaches [100, 101, 103, 165] are more efficient if a large number of particles has to be modelled. In the future it seems reasonable to combine both approaches, i.e. to use finite element simulations to thoroughly analyse particle-particle interactions and to incorporate these results into the discrete models in terms of modified potentials. In this way short-range interactions that cannot be represented with the typically used dipole-dipole model could be included.
5 Modelling of the Large Deformation Behaviour of Magnetorheological Elastomers [SMKU14]

Polymeric matrices of MRE are often designed to exhibit a very low mechanical stiffness in order to maximise the relative magnetorheological effect, i.e. the ratio of the stiffness with and without an applied magnetic field. These soft polymers may also lead to large overall deformations of the MRE especially under mechanical loads and allow for large displacements of the particles due to magnetic interactions. A first step to take these effects into account in the numerical simulations is presented in this section. An updated Lagrangian FE formulation for the magneto-mechanical BVP is developed which can accommodate a two-sided coupling according to Section 2.4. That is, the influence of mechanical deformations on the current magnetic fields is now considered in terms of a configurational update. After the derivation of the FE formulation in the following section, the numerical implementation of XFEM for large deformations will be explained and verified using results from an analytical homogenisation scheme. Eventually, first results representing a comparison with the small deformation model introduced in Chapter 3 and Chapter 4 point out the consequences of the two-sided coupling. As in the previous chapter two-dimensional problems homogeneous in the thickness direction are considered.

5.1 Finite Element Formulation

The finite element formulation for the solution of the coupled magneto-mechanical problem is to be generalised to large deformations below. After the presentation of the numerical coupling, weak forms for the stationary magnetic and coupled magneto-mechanical boundary value problems which can account for large deformations are developed. For the solution of the non-linear system of equations resulting from the FE discretisation of the weak forms the Newton-Raphson method is applied which requires a linearisation of the discrete equations.

5.1.1 Numerical Coupling Scheme

There are two different approaches to treat the two-sided coupling of field problems numerically:

(i) Strong coupling: In this numerical solution scheme both problems are consistently linearised. This results in a monolithic system of equations, i.e. both problems are solved at the same time and iterated until a certain accuracy criterion is met.

(ii) Weak coupling: This numerically simpler scheme uses a staggered solution procedure with a load vector coupling similar to the case of small deformations. The magnetic problem is solved with respect to the configuration of the previous mechanical load...
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Step. Magnetic loads from this computation are then considered in the subsequent mechanical pass to update the configuration.

Since the weak coupling approach misses the consistent linearisation of the strong coupling scheme, it is generally more susceptible to instabilities and therefore less robust. On the other hand, virtually the same implementation as for small deformations can be used and the systems of equations to be solved are smaller and feature symmetric system matrices which is not the case for the monolithic approach.

The work presented in this chapter is primarily intended to demonstrate the principal differences between small and large deformation simulations. Therefore, a staggered solution procedure is applied. This approach turned out to be suitable for the demonstration problems considered in the following. The incremental analysis using the weak coupling scheme starts from solving the magnetic field problem with respect to the undeformed reference configuration. With this solution at hand the mechanical problem is solved. After each pass of both calculations a convergence criterion is checked, i.e. the corrections of the primary field variables of the current iteration are compared to their incremental changes. If these relative changes are smaller than a given value, then the solution is assumed to be in equilibrium and the analysis continues with the next increment by increasing the magnetic load. Otherwise the configuration is updated and both field problems are solved again. To reach a converged state, at least two cycles have to be passed.

5.1.2 Weak Forms and Linearisation

In this section the governing discrete equations of large deformation finite element formulations for the magnetic and magneto-mechanical field problems are developed. As it is typical for solid mechanics applications, a Lagrangian mesh is used, i.e. the analysis mesh deforms with the material body and a material point is always assigned to the same natural coordinate $\xi$. This is essential for the handling of inelastic constitutive equations which require an update of internal variables at an integration point level. For severe deformations this geometric map may cause numerical problems regarding the conditioning of the system of equations and remeshing can be required to recover acceptable element shapes.

Two principal Lagrangian finite element formulations result from the discretisation of the weak forms formulated with respect to the reference and current configuration, respectively:

(i) **Total Lagrangian FEM:** This formulation is based on the balance equations with respect to the undeformed reference configuration $\Omega_0$.

(ii) **Updated Lagrangian FEM:** Here, the balance equations with respect to the deformed current configuration $\Omega$ are employed during analysis.

The expressions for the discrete equations are different for both formulations and they will involve different representations of constitutive equations, etc. However, the equations can be converted into each other and the same numerical values of the coefficient matrices are obtained after integration. Both formulations will actually predict exactly the same solution. The choice of one of the formulations is merely a question of convenience. Here, the updated Lagrangian approach is used, because the structure of the underlying matrices is essentially the same as for the small deformation approach which eases implementation. Some details of the underlying non-linear FE procedures will be given in Section 5.2 including a generalisation to XFEM. For further details the textbooks of, e.g., Belytschko et al. [10], de Borst et al. [47], and Wriggers [228] are recommended.
Similarly to the case of small deformations, a weak form for the stationary magnetic field problem is obtained from multiplying equation (2.31) with a weight or test function function, i.e. the virtual potential \( \delta A_k \) which fulfills \( \delta A_k = 0 \) on \( \partial \Omega_A \). By applying integration by parts and using the relations (2.35) and (2.39), the weak form of the magnetic problem

\[
\int_{\Omega} H_k \delta B_k \, dV - \int_{\Omega} j_k \delta A_k \, dV - \int_{\partial \Omega_k} \hat{k} \delta A_k \, dS = 0
\]  

(5.1)
is obtained.

Using a standard isoparametric FE approximation with the matrix of shape functions \( N_A \) and their partial derivatives expressed by \( B_A \), the weak form (5.1) of \( n_e \) assembled elements is given by the discrete Ritz formulation

\[
\delta A^T \left\{ \bigcup_{I=1}^{n_e} I \left[ \int_{\Omega_I} B_A^T H \, dV \right] - \bigcup_{I=1}^{n_e} I \left[ \int_{\Omega_I} N_A^T j \, dV - \int_{\partial \Omega_I} N_A^T \hat{k} \, dS \right] \right\} \mathbf{j} = 0 .
\]  

(5.2)

In the equation above the vector \( \mathbf{j} \) accounts for discrete nodal loads typically applied in FE analysis. From the argument of arbitrary but admissible virtual potentials \( \delta A \), finally the nonlinear FE system is defined by the equilibrium of the internal and external nodal loads

\[
\mathbf{j}^{\text{int}} - \mathbf{j}^{\text{ext}} = 0 .
\]  

(5.3)

For an iterative solution of the underlying FE system, a linearisation of the discrete weak form (5.2) is required. To be consistent with the weak numerical coupling scheme, the configuration is assumed to be constant during the iteration of an increment. Furthermore, the external loads, expressed by the last two terms in the equation above, are assumed to be independent of \( A \). Eventually, a materially non-linear problem has to be solved on a configuration updated from increment to increment. The iterative solution within each increment using the Newton-Raphson method is based on the linearised relation

\[
\mathbf{K}_A \Delta A = \mathbf{j}^{\text{ext}} - \mathbf{j}^{\text{int}},
\]  

(5.4)

where \( \Delta A \) indicates the change of the magnetic potential during a single iteration step. The magnetic tangent stiffness matrix

\[
\mathbf{K}_A = \bigcup_{I=1}^{n_e} I \left[ \int_{\Omega_I} B_A^T C_A B_A \, dV \right]
\]  

(5.5)

contains only contributions from the magnetic material tangent \( C_A \). After transforming the linear and non-linear magnetic constitutive relations given in section 2.6.3 to the current configuration by applying the transformations (2.68) and (2.69), \( C_A \) can be calculated using the chain rule of differentiation. For linear magnetisation behaviour according to equation
the coefficients of $C_A$ read
\[
\frac{\partial H_k}{\partial B_l} = \frac{1}{\mu_0} \delta_{kl} - \frac{1}{J} \chi_b b_{kl} .
\] (5.6)

For the non-linear case of equation (2.74) the elements of $C_A$ are given by
\[
\frac{\partial H_k}{\partial B_l} = \frac{1}{\mu_0} \delta_{kl} - \frac{M_s}{J} B_0 \tanh(\delta B_0) b_{kl} + \frac{M_s}{J B_0^2} \left[ \frac{\tanh(\delta B_0)}{B_0} - \frac{\delta}{\cosh^2(\delta B_0)} \right] b_{km} b_{lq} B_{m} B_{q} .
\] (5.7)

The weak form of the coupled mechanical subsystem
\[
\int_\Omega \delta v_k \epsilon_{kl} \sigma_{kl} \, dV - \int_\Omega (\rho f_k \delta v_k - \delta v_k \tilde{\sigma}_{kl}) \, dV - \int_{\partial\Omega_p} \tilde{p}_k \delta v_k \, dS = 0
\] (5.8)
is obtained from multiplying the balance of momentum (2.48) by a weight function and integrating over the domain $\Omega$ which represents the current configuration of the material body. If the weight function is said to be a virtual velocity field $\delta v_k$ satisfying $\delta v_k = 0$ on $\partial\Omega$, equation (5.8) represents the principal of virtual power. In addition, the split of the total stress tensor according to (2.50) and the boundary condition (2.52) have been used in the derivation.

The approximation and FE discretisation with the matrices of shape functions $N_i$ and their partial derivatives included in $B_{li}$ yields a discrete representation
\[
\delta \mathbf{v}^T \left\{ \sum_{I=1}^{n_e} \int_{\Omega_I} B_{li}^T \epsilon_{kl} \sigma_{kl} \, dV - \sum_{I=1}^{n_e} \int_{\Omega_I} (N_i^T \rho f - B_{li}^T \tilde{\sigma}) \, dV - \int_{\partial\Omega_I} N_i^T \tilde{p} \, dS \right\} - \mathbf{F} = 0
\] (5.9)
for the weak form (5.8) of the coupled mechanical subsystem. The non-linear discrete system of equations states the equilibrium of internal and external nodal forces
\[
\mathbf{f}^{\text{int}} - \mathbf{f}^{\text{ext}} = \mathbf{0} .
\] (5.10)

Consistency with the weak coupling requires the magnetic contribution to the external load vector to be constant during the iteration of one increment. As no other external forces are present in the demonstration problems of this section, the external force vector is assumed to be constant and can be excluded from the linearisation process.

As the mechanical constitutive model proposed in section 2.6.4 is formulated for the pseudomechanical stress tensor $\epsilon_{kl} \sigma_{kl}$, standard linearisation procedures [10] can be applied to the internal nodal force vector which results in two contributions to the tangent stiffness matrix
\[
[ \mathbf{K}^{\text{mat}} + \mathbf{K}^{\text{geo}} ] \Delta \mathbf{u} = \mathbf{f}^{\text{ext}} - \mathbf{f}^{\text{int}} ,
\] (5.11)
a material part $\mathbf{K}^{\text{mat}}$ which accounts for the non-linearity of the material behaviour and a geometrical part $\mathbf{K}^{\text{geo}}$ representing the effects of deformation on the existing stresses. The
material tangent stiffness results from the linearisation of the constitutive equations

\[ K_{\text{mat}}^\text{mat} = \bigcup_{l=1}^{n_e} \int_{\Omega_{le}} \mathbf{B}_l^T \mathbf{C}_u \mathbf{B}_l \, dV \]  

(5.12)

with \( \mathbf{C}_u \) the material tangent stiffness matrix. For Neo-Hooke material and two-dimensional plane strain problems \( \mathbf{C}_u \) is given by

\[ \mathbf{C}_u = \frac{1}{J} \begin{bmatrix} \frac{2\mu + \lambda}{\lambda J^2} & \lambda J^2 & 0 \\ \lambda J^2 & \frac{2\mu + \lambda}{\lambda J^2} & 0 \\ 0 & 0 & \mu - \frac{\lambda}{2} (J^2 - 1) \end{bmatrix} . \]  

(5.13)

Submatrices of the geometrical tangent stiffness matrix \( K_{\text{geo}}^\text{geo} \) are computed from the relation

\[ K_{KL}^\text{geo} = \bigcup_{l=1}^{n_e} I_l H_{KL}^l , \]  

(5.14)

with the two-by-two identity matrix \( I \) and the matrix

\[ H_l^l = \int_{\Omega_{le}} \mathbf{B}_l^\text{geo} \mathbf{E} \mathbf{B}_l^\text{geo} \, dV . \]  

(5.15)

### 5.2 Updated Lagrangian XFEM

In this section the derivation of the updated Lagrangian formulation of the mechanical boundary value problem will be reviewed in more detail to point out differences between a standard FEM and XFEM. In addition, the structure of the matrices \( \mathbf{B}_u \) and \( \mathbf{B}_g \) will become apparent from this derivation.

#### 5.2.1 Comparison of Updated Lagrangian FEM and XFEM

For brevity of the notation and without a loss of generality, a purely mechanical BVP will be considered in the following

\[ \int_{\Omega} \delta v_{i,j} \sigma_{ij} \, dV - \int_{\Omega} \rho_f \delta v_i \, dV - \int_{\partial \Omega} p_i \delta v_i \, dS = 0 . \]  

(5.16)

In a standard isoparametric element formulation, the geometry \( \mathbf{x} \) and the velocity fields \( \mathbf{v} \), \( \delta \mathbf{v} \)

\[ \mathbf{x}^h(\xi,t) = N_I(\xi)\mathbf{x}_I(t) \]  

(5.17)

\[ \mathbf{v}^h(\xi,t) = N_I(\xi)\mathbf{v}_I(t) \]  

(5.18)

are approximated by shape functions \( N_I(\xi) \) of the natural element coordinates \( \xi \).
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The spatial velocity gradient which appears in the principal of virtual power (5.16) is expressed by

\[ v_{i,j}^h = \frac{\partial v_i^h}{\partial x_j^h} = \frac{\partial v_i^h}{\partial \xi_k} \frac{\partial \xi_k}{\partial x_j^h} . \] (5.19)

As in the case of small deformations, the partial derivatives of the natural coordinates \( \xi \) with respect to \( x \) can be computed from the geometrical map (5.18) which involves the Jacobian

\[ F_{ij}^\xi (\xi, t) = \frac{\partial x_i^h (\xi, t)}{\partial \xi_j} = \frac{\partial N_I (\xi)}{\partial \xi_j} x_{iI}(t) \] (5.20)

that depends on the current deformation state. The symbol \( F_{ij}^\xi \) in the above equations indicates that the Jacobian can be interpreted as deformation gradient with respect to the natural element coordinates. Its determinant

\[ J_\xi = \det (F_{ij}^\xi) \] (5.21)

relates the spatial volume element \( dV = J_\xi dV_\xi \) to an infinitesimal volume \( dV_\xi \) in the numerical domain.

Applying the approximations defined above to discretise the weak form (5.16) yields

\[ \delta v_{iI} \left[ \int_{\Omega} \frac{\partial N_I}{\partial x_j} \sigma_{ij} \, dV - \int_{\Omega} N_I f_i \, dV - \int_{\partial \Omega} N_I p_i \, dS - f_{iI}^{\text{int}} \right] = 0 \] (5.22)

with \( f_{iI}^{\text{int}} \) being an index notation of the nodal vector of internal forces

\[ f_{iI}^{\text{int}} = \int_{\Omega} \frac{\partial N_I}{\partial x_j} \sigma_{ij} \, dV = \int_{\Omega} \frac{\partial N_I}{\partial \xi_k} F_{kj}^\xi^{-1} \sigma_{ij} \, dV . \] (5.23)

In order to recover the vector-matrix expression of the nodal force vector in equation (5.9)

\[ f^{\text{int}} = \int_{\Omega} B_u^T \sigma \, dV \] (5.24)

which involves the matrix \( B_u \), the symmetry of the Cauchy stress tensor which also holds for the pseudo-mechanical stress tensor is exploited. Then the virtual stress power

\[ \delta v_{ij} \sigma_{ij} = \delta L_{ij} \sigma_{ij} = (\delta D_{ij} + \delta W_{ij}) \sigma_{ij} = \delta D_{ij} \sigma_{ij} \] (5.25)

can be rewritten in terms of the deformation rate \( D \). According to equation (2.16), \( D \) is the symmetric part of the velocity gradient \( v_{k,l} \). Due to the similarity of equation (2.16) to the infinitesimal strain-displacement relation (2.15) between \( \varepsilon \) and the displacement vector \( u \), the matrix \( B_u \) will be the same for the small deformation and updated Lagrangian formulation. However, as a consequence of the continuous configurational update it is now a function of the displacement field.

Due to the deformation dependence of \( B_u \), a linearisation of the internal load vector with respect to the displacement field will involve two contributions \( K_u^{\text{mat}} \) and \( K_u^{\text{geo}} \) as outlined in
the previous section. The first part accounts for the non-linearity of the constitutive relation while the second part results from the linearisation of \( B_u \) and yields the geometric stiffness which represents the effect of deformation on the existing stresses. All entries in the matrices \( B_u \) and \( B^\text{geo} \) are partial derivatives of the shape functions \( \partial N^\text{geo}_I \) with respect to the spatial coordinates [10] and will therefore involve the Jacobian \( F_\xi \) of the geometric map.

With the results of the previous derivation and knowledge on the structure of \( B_u \) and \( B^\text{geo} \) it is possible to identify the effect of the enriched XFEM approximation and to point out differences to a conventional updated Lagrangian FEM. As in the case of small deformations, enriching the displacement and velocity fields

\[
\begin{align*}
u^{h,\text{XFEM}}(\xi, t) &= N_I(\xi)u_I(t) + N_I(\xi)F(\xi)u^*_I(t) = N^*\mathbf{u}^* \\
v^{h,\text{XFEM}}(\xi, t) &= N_I(\xi)v_I(t) + N_I(\xi)F(\xi)v^*_I(t) = N^*\mathbf{v}^*
\end{align*}
\]

will introduce derivatives \( \partial N^*_I \) in \( B^{\text{geo}}_u \) and \( B^{\text{geo}}^\text{geo} \). While the geometric map of a small strain formulation did not involve the additional degrees of freedom, updating the geometry now yields an enriched geometry approximation

\[
\begin{align*}
x^{h,\text{XFEM}}(\xi, t) &= X(\xi) + u^h(\xi, t) \\
&= X(\xi) + N_I(\xi)u_I(t) + N_I(\xi)F(\xi)u^*_I(t) \\
&= x^h(\xi, t) + N_I(\xi)F(\xi)u^*_I(t)
\end{align*}
\]

which has to be considered during the evaluation of the Jacobian

\[
F^{\xi,\text{XFEM}}_{ij}(\xi, t) = F^\xi_{ij}(\xi, t) + \frac{\partial (N_I(\xi)F(\xi))}{\partial \xi_j}u^*_I(t)
\]

and its determinant \( J^{\text{XFEM}}_{\xi} = \det \left( F^{\text{XFEM}}_{ij} \right) \). Compared to the updated Lagrangian FEM, XFEM requires minor changes to the code structure which result from the influence of the additional degrees of freedom on the Jacobian of the isoparametric map and its determinant.

### 5.2.2 Verification – Large Deformation Homogenisation

As there are no analytical solutions available for large deformation problems, e.g. the displacement or stress fields of an inclusion problem, the verification of XFEM will be carried out in terms of the effective response of a particle reinforced elastomer. Recently, Lopez-Pamies et al. [133, 134, 135] have used an iterative homogenisation procedure to derive analytical estimates for the effective response of a Neo-Hookean rubber reinforced by an isotropic, polydisperse distribution of rigid particles. Essentially they predict that the macroscopic behaviour of the composite will be exactly the same as the pure matrix except for a concentration dependent amplification factor. This relation has already been applied to the small deformation case considered in the previous chapter. For large deformations, the macroscopic free energy \( \bar{\psi} \) for an effective deformation state defined by the macroscopic stretches \( \bar{\lambda}_i \) is related to the free energy \( \psi \) of the elastomer by

\[
\bar{\psi} \left( \bar{\lambda}_i, c \right) = \frac{1}{(1 - c)^2} \psi \left( \bar{\lambda}_i \right)
\]

with \( c \) the concentration of the particles.
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Figure 5.1: Two-dimensional RVE with random, isotropic, polydisperse particle distributions with different concentrations (a)–(e) of 5, 10, 15, 20, and 25%.

As the analytical predictions are in excellent agreement with numerical results of Moraleda et al. [146], the effective response according to equation (5.31) will serve as a reference solution. In the following, the XFEM modelling approach outlined in the previous sections will be combined with numerical homogenisation procedures suitable for large deformations in order to compute the effective response of the reinforced elastomer. The results in terms of macroscopic stress-strain curves obtained for different concentrations of particles will be compared with the analytical predictions.

Numerical simulations are carried out for the pure matrix material and five different particle concentrations of \( c = \{0.5, 0.10, 0.15, 0.20, 0.25\} \). The unit square RVE domain is discretised by a regular mesh of quadratic elements. Random, isotropic and polydisperse particle distributions in the RVE as illustrated in Fig. 5.1 are generated by the random sequential adsorption algorithm [210] explained in Section 4.3. Particles of three different radii \( r = \{1, \frac{1}{\sqrt{2}}, \frac{1}{2}\} \) are sequentially added. The number of particles of each size are chosen such that the largest particles amount to 50% of the total volume fraction while the remainder is equally split into the medium and small size particles. Both, matrix and particles are modelled by a compressible Neo-Hooke model defined by the free energy according to equations (2.82), (2.89), and (2.92), see Section 2.6.4 for details. The particles are characterised by an elastic modulus of \( E^- = 10 \text{ GPa} \) and a Poisson ratio \( \nu^- = 0.3 \) while \( E^+ = 1 \text{ GPa} \) and \( \nu^+ = 0.45 \) hold for the matrix material.

The macroscopic response for each RVE is computed using a large deformation homogenisation scheme as outlined in [121]. In this case the macro-homogeneity condition, cf. Chapter 4

\[
\bar{P}_{ji} \delta \bar{F}_{iJ} = \langle P_{ji} \rangle_0 \langle \delta F_{iJ} \rangle_0 = \langle P_{ji} \delta F_{iJ} \rangle_0, \quad \langle (\cdot) \rangle_0 = \frac{1}{|V_0|} \int_{V_0} (\cdot) dV_0 \quad (5.32)
\]

is stated in terms of the first Piola-Kirchhoff stress tensor \( \bar{P} \) and the deformation gradient \( \bar{F} \) with \( \langle (\cdot) \rangle_0 \) indicating volume averages over the reference configuration. Similar to the small deformation case, a macroscopic deformation state \( \bar{F} \) is assigned to the RVE using periodic displacement boundary conditions

\[
u_i = \bar{F}_{iJ} X_J + \bar{u}_i \quad (5.33)
\]

where the stresses are directly available from the reaction forces at the master nodes used to control the deformation state. Two different macroscopic deformation modes, uniaxial tension and compression, i.e. \( \bar{F}_{11} = \lambda_1, \bar{F}_{22} = \lambda_2, \) and \( \bar{F}_{iJ} = 0 \) otherwise, are considered under the assumption of plane strain \( \lambda_3 = 0 \).
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Figure 5.2: Two deformation modes of one realisation of a random, isotropic, polydisperse particle distribution ($c = 0.2$): (a) uniaxial tension (colors show $F_{11}$), and (b) uniaxial compression (colors show $F_{22}$) in the $x_1$ direction.

The effective stress response in terms of the Cauchy stress

$$\bar{\sigma}_{ij} = J^{-1} F_{ik} P_{kj} \neq \langle \sigma_{ij} \rangle = \frac{1}{|V|} \int_{\Omega} \sigma_{ij} dV$$

(5.34)

is computed from the macroscopic Piola-Kirchhoff stress using the transformation (2.28). It is noted that this value is generally not equal to the average $\langle \sigma_{ij} \rangle$ of the Cauchy stress over the current RVE configuration.

The simulation of the local deformation behaviour in the generated RVE as illustrated in Results Fig. 5.2 allows for the computation of effective stress-strain curves. These numerical results are compared with the analytical estimates obtained from the iterative homogenisation procedure according to equation (5.31). For the considered uniaxial macroscopic stress states the principal directions coincide with the Cartesian coordinates and the effective analytical stress response

$$\bar{\sigma}_{11} = \bar{\sigma}_1 = \frac{1}{\lambda_1} \frac{\partial \psi(\lambda_1)}{\partial \lambda_1}$$

$$= \frac{1}{(1-c)^2} \frac{1}{\lambda_1} \frac{\partial \psi(\lambda_1)}{\partial \lambda_1}$$

$$= \frac{1}{(1-c)^2} \left[ \mu (\lambda_1 - 1) + \frac{\Lambda}{2} (\lambda_1^2 \lambda_2^2 - 1) \right]$$

(5.35)

is obtained from combining equations (2.88) and (5.31). The principal stretch

$$\bar{\lambda}_2 = \left[ \frac{\mu + \Lambda}{\mu + \Lambda/2 \lambda_1^2} \right]^{\frac{1}{2}}$$

(5.36)

in the lateral direction follows from the condition of a uniaxial stress state $\bar{\sigma}_2 = 0$.

Both, analytical and numerical stress-strain curves, are compared in Fig. 5.3 for uniaxial tension and compression. The numerical results represent averages of five different random
realisation of the same particle volume fraction. However, no significant deviations between the individual random distributions have been recognised which indicates an adequate choice of the RVE. In Fig. 5.3 a very good agreement of the numerical and analytic predictions can be concluded which verifies the implementation of the homogenisation procedure as well as the updated Lagrangian XFEM formulation. The XFEM scheme will subsequently be applied to the simulation of magneto-mechanical problems.

5.3 Large Deformation Magneto-Mechanical Problems

In the following section, the proposed modelling strategy is applied to two heterogeneous microstructural arrangements which are schematically depicted in Fig. 5.4. A comparison of selected results with the small deformation model utilised in Chapter 4 allows for an evaluation of the influence of configurational changes on the magneto-mechanical coupling for both, magnetically linear and non-linear material behaviour.

5.3.1 Two Interacting Circular Inclusions

Motivated by chain-like particle structures observed in oriented MRE, the interaction between two circular inclusions is investigated. The domain of interest illustrated in Fig. 5.4 (a) has a size of $20 \times 10 \, \mu m$. Both embedded circular inclusions have a radius of $2.49 \, \mu m$ and an initial distance of $10 \, \mu m$. The mechanical deformation behaviour of both constituents is assumed to be Neo-Hookean as outlined in Section 2.6.4. However, due to their high stiffness the inclusions are essentially rigid compared to the soft polymer matrix. The magnetisation behaviour of the particles is modelled by the modified Ising relation (2.74) and the response is compared to a saturation free model (2.75) resulting from the linearisation of the Ising relation. The inclusions are characterised by the mechanical parameters $E^{-} = 210 \, GPa$, $\nu^{-} = 0.49$, $\rho^{-} = 1.24 \, g/cm^3$.
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Figure 5.4: Demonstration problems for the comparison of the small and large deformation magneto-mechanical response: (a) two interacting circular inclusions, and (b) reorientation of an elliptic inclusion. The displacements of the boundary are set to zero and a vector potential varying linearly between the lower and upper boundary is applied.

![Diagram showing demonstration problems](image)

Figure 5.5: Numerical simulation results for two interacting inclusions: (a) horizontal displacement of the left particle’s center, and (b) magnetic induction $B_1$ at the point $X_1 = X_2 = 0$.

![Graphs showing simulation results](image)

$\nu^- = 0.3$ while $M_s^- = 868 \text{ kA m}^{-1}$, $\delta^- = 0.883 \text{T}^{-1}$ and $\chi_B^- = 767 \text{kA m}^{-1} \text{T}^{-1}$ are used for the magnetically non-linear and linear case, respectively. The parameters $E^+ = 75 \text{kPa}$, $\nu^+ = 0.4$ and $\chi_B^+ = 0$ are assigned to the soft, non-magnetisable matrix material. On the boundary $\partial \Omega$ the displacement is fixed and a linear vector potential results in an effective magnetic field pointing into the $X_1$-direction. The difference of $\Delta \hat{A}_3 = \Delta \hat{A}$ between the upper and lower boundary defines the macroscopic magnetic field. Motivated by the range of experimental magnetisation data available for the non-linear material model, a value of $\Delta \hat{A} = 14 \text{T} \mu\text{m}$ has been chosen.

Being located close to each other, the inclusions become magnetised inhomogeneously. As a consequence, resultant forces act on each particle which cause their mutual attraction. Fig. 5.5(a) shows the computed displacement $u_1$ of the center of the left inclusion as a function of the external magnetic field $\Delta \hat{A}$. There is a significant difference between the curves of the magnetically linear and non-linear behaviour. This material non-linearity, caused by magnetic saturation effects, limits the attractive forces and consequently the displacements of the inclusions. In the magnetically linear case the large deformation model yields larger...
deformations because the attractive forces are inversely proportional to the distance of the particles. This change of configuration is not incorporated in the small deformation model. However, in the magnetically non-linear case the large and small deformation model predict virtually the same displacement as the magnetic saturation limits the displacements of the particles. An impact of the different models on the magnetic field variables is analysed in terms of the magnetic induction \(B_1\) of the point \(X_1 = X_2 = 0\) and shown in Fig. 5.5 (b). Again, the influence of the saturation is obvious. If the particles approach each other, the field lines between them are more concentrated which is an effect of the present configuration dependence.

### 5.3.2 Reorientation of an Elliptic Inclusion

Beside the geometric arrangement, another important aspect of real particulate microstructures is the shape of the individual particles. To this end, the behaviour of an elliptic inclusion embedded in a soft matrix and subjected to an external magnetic field which is not aligned with the major axis of the ellipse \([74, 189]\) is analysed below, Fig. 5.4 (b). The square analysis domain has an edge length of 2 \(\mu m\) while the major and minor axes of the ellipse are given by 1 \(\mu m\) and 0.4 \(\mu m\), respectively. In accordance to the previous example of section 5.3.1, the parameters \(E^- = 210\) GPa, \(\nu^- = 0.3\), \(M_s^- = 868\) kA m\(^{-1}\) and \(\delta^- = 0.883\) T\(^{-1}\) or \(\chi B^- = 767\) kA m\(^{-1}\) T\(^{-1}\) characterise the material of the inclusion. \(E^+ = 1\) MPa, \(\nu^+ = 0.4\) and \(\chi B^+ = 0\) are assigned to the non-magnetisable matrix. The elastic modulus of the elastic matrix was chosen to be almost two orders of magnitude larger than in the previous section to limit the deformations, because the magneto-mechanical coupling effects of the reorientation problem are significantly higher than for the previous example. Again, the boundary displacements are set to zero and a linear vector potential with a difference of \(\Delta \hat{A} = 2.5\) T \(\mu m\) is prescribed on the boundary.

As the externally applied magnetic field is not parallel to the effective field inside the inclusion, a resultant torque occurs which tends to align the ellipse with the external magnetic field. This results in a clockwise rotation of the inclusion. The magnetic torque is equilibrated by mechanical stresses in the surrounding matrix material. The rotation of the inclusion is presented in Fig. 5.6 (a) in terms of the angle \(\varphi\) defined in Fig. 5.4 (b). Interestingly and different from the first example, the small deformation model predicts larger rotations than the finite deformation model for the magnetically linear cases. This is due to the proportionality of the magnetic torque to the angle between the external magnetic field and the major axis which decreases with increasing \(\varphi\). In the small deformation model all calculations are performed with respect to the undeformed reference configuration. Hence, it does not account for the reduction of the torque with the rotation of the inclusion. As in the previous example, the magnetically linear behaviour results in a significant overestimation of the deformation due to the lack of saturation. Fig 5.6(b) shows the dependence of the magnetic induction \(B_1\) at the point \(X_1 = X_2 = 0\) on the magnetic field. The magnetisation in the \(X_1\)-direction inside the inclusion increases with the alignment and reaches a theoretical maximum at \(\varphi = 45^\circ\). However, this state is not achieved for the applied magnetic loads.

### 5.4 Conclusion

The large deformation finite element formulation proposed in this section accounts for the influence of configurational changes on the magnetic field. It facilitates the modelling of
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![Graphs showing numerical results for reorientation of an elliptic inclusion](image)

Figure 5.6: Numerical results for the reorientation of an elliptic inclusion: (a) rotation angle of major axis, and (b) magnetic induction $B_1$ at the point $X_1 = X_2 = 0$.

A two-side magneto-mechanical coupling. The used staggered solution scheme was appropriate for the demonstration problems considered. Recently, a monolithic approach which uses a consistent linearisation of both problems to avoid numerical stability issues for more complex settings has been implemented. With the generalisation of XFEM to the large deformation case, the procedures for interface representation developed in Chapter 3 can be applied to analyse more realistic microstructural models in the future.

The presented results show that there is no significant difference between the small and the large deformation model in particular for a realistic non-linear magnetisation behaviour. However, in many loading situations MRE can undergo finite strains, e.g. induced by mechanical loadings which cause significant changes to the internal structure. Taking into account these microstructural changes during the solution of the coupled magneto-mechanical field problem will require the application of the large deformation procedures developed in this section.
Part III

Isogeometric Modelling
6 Isogeometric Analysis

The development of the second major discretisation technique considered in this work – the Isogeometric Analysis (IGA) – was motivated by the fact that the conversion of a geometrical model into a numerical one, i.e. the generation of a suitable finite element mesh, has been a tedious and sometimes cumbersome task which can be hardly automated. The disjunction between the Computer Aided Design (CAD) geometry, commonly described by Non-Uniform Rational B-Splines (NURBS), and a finite element model, based on Lagrangian polynomial approximations of the geometry and the field variables, can be overcome using the idea of IGA. In this concept, which was pioneered by Hughes et al. [99], the same functions which represent the geometry of the CAD model are used to approximate the field variables in the numerical model. As a consequence, the geometric discretisation errors that result from the approximation of the CAD geometry by Lagrangian polynomials are eliminated – the geometry used in the analysis is exactly the one defined by CAD.

6.1 Fundamentals

The essential difference between a standard and an isogeometric finite element formulation results from replacing the Lagrangian polynomial basis by spline-based approximations. B-splines and NURBS possess several features which make them attractive for analysis. According to [6] they can be summarised as:

(i) The basis functions are non-negative and form a partition-of-unity.

(ii) The support of each basis function is local.

(iii) Many relevant geometries for engineering applications can be represented exactly.

(iv) Besides standard $h$- and $p$-refinement techniques, $k$-refinement allows for a systematic control of the continuity properties.

However, spline-based approximations will generally be non-interpolatory, i.e. discrete control values which are an equivalent to nodal values in a standard FEM do not represent the value of the approximated field variable at its geometric location. That is why projections are required, e.g. for the application of boundary or initial conditions.

This chapter will briefly outline B-splines, NURBS, and the concept Bézier extraction introduced by Borden et al. [17] which is a unified approach to the implementation of spline-based approximations into any existing finite element framework. This short review essentially follows [17]. More details with similar notation can be found, e.g., in [17, 183, 192]. For a comprehensive review please refer to the NURBS book of Piegl and Tiller [167] as well as the textbook on IGA [41]. In the remainder of this chapter, an isogeometric finite element formulation is developed for the coupled magneto-mechanical field problem. A convergence study based on an analytic solution presented in Section 2.7 provides the basis for a comparison of XFEM and IGA in terms of errors and convergence rates.
6.1.1 Basis Functions

Below, all univariate functions will be introduced with respect to a dimensionless parameter coordinate $\xi$. Since the procedure of Bézier extraction involves Bézier curves, the review will start from there. A Bézier curve of degree $p$

$$C(\xi) = \sum_{I=1}^{p+1} B_{I,p}(\xi) P_I$$

(6.1)

is defined by the linear combination of $I = 1 \ldots p + 1$ univariate Bernstein polynomials $B_{I,p}(\xi)$ of order $p$ and the control point vectors $P_I$ according to the spatial dimension $d$ of the problem. A corresponding vector-matrix notation is obtained from defining a vector of Bernstein basis functions $\mathbf{B} = \{B_{I,p}\}_{I=1}^{p+1}$ and a matrix $\mathbf{P} = \{P_I\}_{I=1}^{p+1}$ of control points of size $[p+1 \times d]$

$$C(\xi) = \mathbf{P}^T \mathbf{B}(\xi).$$

(6.2)

For $\xi \in [-1, 1]$ the Bernstein basis functions are computed recursively from

$$B_{I,p}(\xi) = \frac{1}{2} [(1 - \xi) B_{I,p-1}(\xi) + (1 + \xi) B_{I-1,p-1}(\xi)]$$

(6.3)

$$B_{1,0} \equiv 1$$

$$B_{1,p} = 0 \text{ if } I < 1 \lor I > p + 1.$$ Similar equations can be obtained for the computation of the first- and second-order derivatives

$$\frac{d B_{I,p}}{d\xi}(\xi) = \frac{1}{2} p (B_{I-1,p-1}(\xi) - B_{I,p}(\xi))$$

(6.4)

$$\frac{d^2 B_{I,p}}{d\xi^2}(\xi) = \frac{1}{2} p (p - 1) \left[ \frac{1}{2} (B_{I,p-2}(\xi) + B_{I-2,p-2}(\xi)) - B_{I-1,p-2}(\xi) \right].$$

(6.5)

A B-spline curve

$$C(\xi) = \sum_{I=1}^{n} N_{I,p}(\xi) P_I = \mathbf{P}^T \mathbf{N}(\xi)$$

(6.6)

is given by the univariate B-spline basis functions $\mathbf{N} = \{N_{I,p}(\xi)\}_{I=1}^{n}$ of order $p$ and a set of $n$ control points $\mathbf{P} = \{P_I\}_{I=1}^{n}$, Fig. 6.1. The basis functions are defined by a knot vector $\Xi = \{\xi_I\}_{I=1}^{m}$ which contains $I = 1 \ldots m$ non-decreasing coordinates $\xi_I$, $\xi \geq 0$. From the $m$ elements of the knot vector a set of $n = m - p - 1$ B-spline basis functions can be computed according to the Cox-de Boor recursion formula

$$N_{I,p}(\xi) = \frac{\xi - \xi_I}{\xi_{I+p} - \xi_I} N_{I,p-1}(\xi) + \frac{\xi_{I+p+1} - \xi}{\xi_{I+p+1} - \xi_{I+1}} N_{I+1,p-1}(\xi) \text{ for } p \geq 1$$

(6.7)

$$N_{I,0}(\xi) = \begin{cases} 1 & \text{if } \xi_I \leq \xi < \xi_{I+1} \\ 0 & \text{otherwise} \end{cases} \text{ for } p = 0.$$ As an example, a second-order B-Spline curve and the corresponding B-spline basis functions are plotted in Fig. 6.1. The curve is defined by a set of $n = 8$ control points illustrated
Figure 6.1: B-spline curve defined by a set of control points \( \{ P_I \}_{I=1}^8 \) (symbol \( \circ \)), and the knot vector \( \Xi = [0 0 0 \frac{1}{6} \frac{1}{3} \frac{1}{2} \frac{2}{3} \frac{5}{6} 1 1 1] \) (symbol \( \times \)): (a) Plot of the curve and the associated control points in the physical \( x_1 \)-\( x_2 \) domain, and (b) B-spline basis functions \( N_{I,2}(\xi) \) in the parameter domain.

by circles in Fig. 6.1 (a) and a corresponding knot vector \( \Xi = [0 0 0 \frac{1}{6} \frac{1}{3} \frac{1}{2} \frac{2}{3} \frac{5}{6} 1 1 1] \) of length \( m = n + p + 1 = 11 \). The basis functions for the given knot vector \( \Xi \) are non-interpolatory in the interior but interpolatory at both ends because the first and last knot are repeated \( k = p + 1 = 3 \) times. B-spline curves are generally \( C^{p-k} \) continuous at a knot. Therefore, the curve illustrated in Fig. 6.1 is \( C^{-1} \) continuous at the ends and \( C^1 \) continuous in the interior domain.

Since B-spline basis functions consist of polynomial functions, shapes like circles and ellipses cannot be modelled exactly. This can be achieved by geometric representations based on NURBS curves and surfaces. They are therefore commonly used in CAD and IGA has been strongly linked to NURBS. A NURBS curve of order \( p \)

\[
C(\xi) = \sum_{I=1}^{n} R_{I,p}(\xi) P_I = P^T R(\xi) \tag{6.8}
\]

is defined by a set of univariate NURBS basis functions \( R(\xi) = \{ R_{I,p}(\xi) \}_{I=1}^{n} \) which are weighted (weights \( w_I \)) rational B-spline basis functions of the same order \( p \)

\[
R_{I,p}(\xi) = \frac{N_{I,p}(\xi) w_I}{\sum_{J=1}^{n} N_{J,p}(\xi) w_J}. \tag{6.9}
\]

In order to apply Bézier extraction to both, B-splines and NURBS, equation (6.9) can be recast into the vector-matrix representation

\[
R(\xi) = \frac{1}{w^T N(\xi)} W N(\xi) \tag{6.10}
\]

with \( w = \{ w_I \}_{I=1}^{n} \) and \( W = \text{diag} \{ w_I \}_{I=1}^{n} \).

In the same fashion B-spline and NURBS surfaces

\[
S(\xi) = \sum_{I=1}^{n} \sum_{J=1}^{m} N_{I,J}^{p_1,p_2}(\xi) P_{IJ}, \quad S(\xi) = \sum_{I=1}^{n} \sum_{J=1}^{m} R_{I,J}^{p_1,p_2}(\xi) P_{IJ} \tag{6.11}
\]
are defined by a mesh of control points $P_{I,J}$ and bivariate B-spline $N_{I,J}^{p_1,p_2}(\xi)$ or NURBS basis functions $R_{I,J}^{p_1,p_2}(\xi)$, respectively. The bivariate basis functions are tensor products of the associated univariate basis functions of order $p_1$ and $p_2$:

$$N_{I,J}^{p_1,p_2}(\xi) = N_{I,p_1}(\xi_1)N_{J,p_2}(\xi_2)$$ \hspace{1cm} (6.12)

$$R_{I,J}^{p_1,p_2}(\xi) = \frac{N_{I,p_1}(\xi_1)M_{J,p_2}(\xi_2)w_{I,J}}{\sum_{K=1}^{n} \sum_{L=1}^{m} N_{K,p_1}(\xi_1)M_{L,p_2}(\xi_2)w_{K,L}}$$ \hspace{1cm} (6.13)

corresponding to the knot vectors $\Xi_1 = \{\xi_1^1, \xi_2^1, \ldots, \xi_{n+p_1+1}^1\}$ and $\Xi_2 = \{\xi_1^2, \xi_2^2, \ldots, \xi_{m+p_2+1}^2\}$.

### 6.1.2 Bézier Extraction

Isogeometric analysis based on NURBS does not use elements in the classical sense but patches, Fig. 6.2. The knot vectors that define a NURBS patch or surface in the physical domain can be represented by two-dimensional rectangles in the parameter space. Although isogeometric finite element methods can be implemented directly using the previously defined B-splines and NURBS basis functions defined on patches, it is more convenient to apply Bézier extraction \[17\] to map the B-spline or NURBS basis onto a local, $C^0$-continuous, piecewise polynomial Bernstein basis. Using this transformation, the original NURBS patch is decomposed into $C^0$ continuous Bézier finite elements, one for each non-zero knot span $[\xi_I \xi_{I+1}]$ in the original knot vector $\Xi$, Fig. 6.2. These Bézier elements can be handled in the same way as standard finite elements. That is, every existing finite element code can be enhanced with isogeometric analysis features using Bézier extraction. The only information to compute the Bézier elements for a given B-spline or NURBS is its knot vector. In the following, Bézier extraction will be outlined for the one-dimensional case. Due to the tensor product nature of the two-dimensional basis functions, all procedures can be generalised to surfaces and volumes.
Bézier extraction is essentially based on the insertion of knots which will therefore be briefly outlined in the following. A new knot at $\hat{\xi}$ can be inserted into the knot vector $\Xi$ which is altered to $\hat{\Xi} = [\xi_1 \ \xi_2 \ \ldots \ \xi_I \ \hat{\xi} \ \xi_{I+1} \ \ldots \ \xi_{n+p+1}]^T$, $(I > p)$. This results in a set of new basis functions that are computed from equation (6.7). If a new knot is inserted at the location of an existing one, the continuity of the basis is reduced by one at this position.

In order to retain the shape and the continuity of the geometry, namely the curve $C(\xi)$, while changing the continuity of the basis functions, the position of control points has to be adjusted according to

$$\hat{P}_J = \begin{cases} P_1 & J = 1 \\ \alpha_J P_J + (1 - \alpha_J) P_{J-1} & 1 < J < m \\ P_m & J = m \end{cases}, \quad (6.14)$$

$$\alpha_J = \begin{cases} 1 & 1 \leq J \leq I - p \\ \frac{\xi - \xi_J}{\xi_{J+p} - \xi_J} & k - p + 1 \leq J \leq I \\ 0 & J \geq I + 1 \end{cases}, \quad (6.15)$$

Bézier extraction is actually accomplished by repeated knot insertion. For every inserted knot $\xi_J$, $J = 1 \ldots m$ a new matrix of control points $\hat{P}_{J+1} = \left( C_J \right)^T \hat{P}_J$ with $\hat{P}_1 = P$ has to be computed. The operator $C_J$ follows directly from equations (6.14) and (6.15), see [17] for details. Repeating all interior knots of the given knot vector to a multiplicity of $p$ results in a set of Bézier control points

$$\hat{Q} = \hat{P}_{m+1} = \left( C_m \right)^T \left( C_{m-1} \right)^T \ldots \left( C_1 \right)^T P = C^T \hat{P}. \quad (6.16)$$

The matrix $C$ is called Bézier extraction operator. It relates the B-spline control points to their Bézier counterparts. Due to the one-to-one correspondence of control points and basis functions, the B-spline basis

$$N(\bar{\xi}) = CB(\bar{\xi}) \quad (6.17)$$

can now be expressed in terms of the Bernstein polynomial basis, which is $C^0$ continuous at each knot. This leads to the representation

$$C(\bar{\xi}) = \hat{Q}^T B(\bar{\xi}) = \left( C^T \hat{P} \right)^T B(\bar{\xi}) = P^T CB(\bar{\xi}) \quad (6.18)$$

for any univariate B-spline geometry or approximation.

As an example, the B-spline curve according to Fig.6.1 is now represented in terms of Bernstein basis functions, Fig.6.3. Bézier extraction converts the B-spline functions that are active over a Bézier element domain into $p + 1$ Bernstein shape functions. Different colours indicate the domains and shape functions of the associated Bézier elements. It can be seen from Fig.6.3 (a) that the approximation is interpolatory at the element boundaries with identical Bézier control points of adjacent elements. While the B-spline or NURBS basis functions will in general be different for each knot span, Fig.6.1 (b), the same Bernstein polynomials are used in each knot intervall $[\xi_I \ \xi_{I+1}]$, Fig.6.3 (b). They therefore take the

\footnote{To facilitate numerical integration of the weak form over each element domain, the Bernstein shape functions according to equation (6.3) have been defined for the intervall $\xi \in [-1, 1]$ that spans a single Bézier element.}
6 Isogeometric Analysis

Figure 6.3: Bézier extraction for the B-spline curve according to Fig. 6.1. (a) Plot of the curve and the associated Bézier control points \( \mathbf{Q} \) (symbols ◦) in the physical \( x_1 \)-\( x_2 \) domain, and (b) Bernstein basis functions \( B_{I,2}(\xi) \) in the parameter domain. Colors in both figures indicate different Bézier elements.

role of a classical shape function in each Bézier element.

Since the NURBS basis functions consist of weighted B-splines, Bézier extraction can be directly applied to equation (6.10) using the results of the preceding paragraph and of [17]

\[
\mathbf{R}(\xi) = \frac{1}{\mathbf{w}^T \mathbf{C} B(\xi)} \mathbf{W} \mathbf{C} B(\bar{\xi}) = \mathbf{W} \mathbf{C} B(\bar{\xi}) \mathbf{W}^{-1} \mathbf{C}^T \mathbf{P}.
\] (6.19)

From the denominator of the equation above it follows that the weights corresponding to the Bézier basis functions are \( \mathbf{w}_Q = \mathbf{C}^T \mathbf{w} \). Using a diagonal matrix representation \( \mathbf{W}_Q = \text{diag} \mathbf{w}_Q \) as shown in [17], the required set of Bézier control points for NURBS are computed as

\[
\mathbf{Q} = \mathbf{W}_Q^{-1} \mathbf{C}^T \mathbf{P}.
\] (6.20)

6.2 Isogeometric Discretisation of the Magneto-Mechanical Boundary Value Problem

In this section IGA will be applied to model the coupled magneto-mechanical boundary value problem assuming small deformations and hence a one-sided coupling. Only two-dimensional problems homogeneous in the \( x_3 \)-direction will be considered (\( A_3 = A, A_1 = A_2 = 0 \)). After a brief outline of the isogeometric discretisation, the numerical properties of IGA are compared to XFEM using one of the demonstration problems described in Section 2.7. In the case of IGA NURBS basis functions are applied in order to exactly represent the geometry of the circular inclusion while Lagrangian polynomials used with XFEM can only approximate the circular interface.

6.2.1 Discretisation

Similar to the standard finite element approach, the domain \( \Omega = \bigcup_{I=1}^{n_e} \Omega_{I_e} \) is discretised by a number of \( n_e \) Bézier elements \( \Omega_{I_e} \). The geometric map of a two-dimensional finite element domain \( \Omega_e \) from the parametric domain to the physical domain according to equation (6.11)
is defined by

\[ x(\xi) = \sum_{i=1}^{p_1+1} \sum_{j=1}^{p_2+1} R_{ij}^e (\xi) \hat{x}_{ij}^e \]  

(6.21)

based on \((p_1 + 1) \times (p_2 + 1)\) bivariate NURBS basis functions \(R_{ij}^e\) and their associated control points \(\hat{x}_{ij}^e\). Bézier extraction based on an element local extraction operator \(C_e\) \([17]\) allows to express the geometry representation

\[ x(\bar{\xi}) = x^T W e C e B e (\bar{\xi}) W (\bar{\xi}) \]  

(6.22)

in terms of Bernstein polynomials similar to equation (6.19). This facilitates a direct geometrical map between the physical and parent domain where numerical integration is carried out. The quadrature of the weak form involves the Jacobian of the geometrical map

\[ dx_1 dx_2 = \left| \frac{\partial x(\bar{\xi})}{\partial \bar{\xi}} \right| d\bar{\xi}_1 d\bar{\xi}_2 = |J| d\bar{\xi}_1 d\bar{\xi}_2 = J d\xi_1 d\xi_2 . \]  

(6.23)

An isogeometric finite element formulation for the stationary magnetic field problem is obtained from the discretisation of the weak form (3.5) introduced in Chapter 3. Following the idea of isogeometric analysis, the same functions which represent the geometry of the element (6.22) are used to approximate the potential

\[ A^h(\bar{\xi}) = A^T W e C e B e (\bar{\xi}) . \]  

(6.24)

The vector \(A_e\) contains the control values of the magnetic potential, i.e. discrete values at control points associated to the element. However, as the spline-based approximation will generally be non-interpolatory, the control values do not represent physical values of the magnetic potential at the geometric location of the control points. The Bézier extraction algorithm is practically implemented in a shape function routine to compute a vector \(N_A\) operating on the control values which allows to rewrite the approximation of the magnetic potential

\[ A^h(\bar{\xi}) = N_A (\bar{\xi}) A_e . \]  

(6.25)

in a form similar to standard FEM. In the same manner, the magnetic induction is related to the control values of the potential by

\[ B^h(\bar{\xi}) = B_A (\bar{\xi}) A_e . \]  

(6.26)

with the matrix \(B_A\) representing a discrete version of the definition of the vector potential (2.35). The form of the global system of equations that results from the isogeometric discretisation is therefore exactly the same as for a Lagrangian FEM and reads

\[ K_A A = P_A + J . \]  

(6.27)

All changes due to the spline-based approximation are essentially contained in an adapted shape function routine. The non-interpolatory nature of the spline basis may, however, require some consideration during the application of non-homogeneous boundary conditions. The coefficient matrix and the vector of equivalent currents are obtained from assembling the
contributions of all $n_e$ elements defining the domain $\Omega$

$$K_A = \bigcup_{I=1}^{n_e} \int_{\Omega_{Ie}} B^T A \! C_A B_A \, dV$$  \hspace{1cm} (6.28)

$$P_A = \bigcup_{I=1}^{n_e} \left[ \int_{\Omega_{Ie}} N^T_A j \, dV + \int_{\partial\Omega_{Ie}} N^T_A \hat{k} \, dS \right].$$  \hspace{1cm} (6.29)

The vector $J$ allows for the application of discrete currents at control points.

The discretisation of the domain $\Omega$ used in the mechanical pass is the same as for the magnetic problem with the following isogeometric approximation of the displacement field

$$u_h(\bar{\xi}) = N_u(\bar{\xi}) u_e.$$  \hspace{1cm} (6.30)

The vector $u_e$ contains the control values of the displacement associated to the considered element. A matrix representation of the infinitesimal strain-displacement relation is given by

$$\varepsilon^h(\bar{\xi}) = B_u(\bar{\xi}) u_e$$  \hspace{1cm} (6.31)

with the operator matrix $B_u$ involving partial derivatives of the shape functions. Applying these approximations to the weak form (3.6) results in the global system of equations for the magneto-mechanical problem considering a one-sided coupling due to magnetic stresses

$$K_u u = P_u + F$$  \hspace{1cm} (6.32)

with

$$K_u = \bigcup_{I=1}^{n_e} \int_{\Omega_{Ie}} B^T_u C_u B_u \, dV$$  \hspace{1cm} (6.33)

$$P_u = \bigcup_{I=1}^{n_e} \left[ \int_{\Omega_{Ie}} (N^T_u \rho - B^T_u \hat{\sigma}) \, dV - \int_{\partial\Omega_{Ie}} N^T_u \hat{p} \, dS \right]$$  \hspace{1cm} (6.34)

and additional control point forces contained in the vector $F$.

### 6.2.2 Convergence Analysis

Following the derivation of the isogeometric finite element formulation for the coupled magneto-mechanical field problem, its convergence behaviour will be investigated numerically and compared to XFEM. In Chapter 3 as well as in [KMG+13] the convergence of XFEM has been studied primarily for the magnetic field problem using the solution of Engel et al. [61]. Having at hand the analytical solution of the magneto-mechanical problem outlined in Section 2.7, convergence studies have been carried out for the coupled problem and purely magnetic or mechanical subproblems considering both discretisation approaches.
6.2 Isogeometric Discretisation of the Magneto-Mechanical Boundary Value Problem

The investigated problem is given by a circular inclusion $\Omega^-$ of radius $R$ which is embedded in an infinite matrix domain $\Omega^+$, cf. Fig. 2.3 (b). Both domains can be magnetisable but are assumed to exhibit linear magnetic and mechanical material behaviour. For the present study, the parameters $\mu^+ = 1$, $E^+ = 1 \times 10^9$ Pa, $\nu^+ = 0.3$, and $\mu^- = 10$, $E^- = 1 \times 10^8$ Pa, $\nu^- = 0.4$ are used for inclusion and matrix, respectively. The numerical model comprises a square domain $\Omega$ of size $10\text{ m} \times 10\text{ m}$ containing a circular inclusion of radius $R = \frac{3}{4}\pi \text{ m}$. The exact solution of the problem derived in [195] is utilised to prescribe essential boundary conditions for the magnetic and mechanical problems. Based on the analytic solution which is able to represent a multitude of qualitatively different settings by varying the material and loading parameters, three subproblems will be analysed in the following:

(i) A stationary magnetic problem with a loading of $\infty B = 1$ T,

(ii) a coupled magneto-mechanical problem with $\infty B = 1$ T and $\infty \sigma_{11} = \infty \sigma_{22} = 0$, and

(iii) a purely mechanical problem with $\infty B = 0$ and $\infty \sigma_{11} = \infty \sigma_{22} = 3 \times 10^6$ Pa which represents a biaxial tensile loading, cf. [204].

As outlined in Chapter 1, both discretisation methods are fundamentally different with respect to the representation of details of the modelled structure. The isogeometric approach uses a conforming mesh defined in terms of several NURBS patches which represent the geometry. The circular inclusion of the considered problem can be modelled exactly by quadratic NURBS. A total number of nine patches has been used to generate a convenient parametrisation of the geometry, Fig. 6.4 (a). The associated Bézier mesh of the first considered refinement level is shown in Fig. 6.4(b). During the convergence study, each of the patches undergoes uniform $h$-refinement which ensures nestedness of the solution and yields meshes of $n_e \in \{8, 16, 32, 64, 128, 256, 512\}$ elements. In contrast, XFEM uses a regular non-conforming mesh in combination with an implicit interface representation by level sets. For this convergence study, seven different discretisations with $n_e = n \times n$ elements and $n \in \{8, 16, 32, 64, 128, 256, 512\}$ have been used. All computational results are obtained using the element local level set representation of the interface in combination with quadratic approximations (Q8 elements). The computational mesh with $8 \times 8$ Q8 elements is illustrated in Fig. 6.4(c).

---

Figure 6.4: Isogeometric and XFEM discretisations used in the convergence analysis: (a) Definition of the geometry in terms of nine NURBS patches, (b) coarsest Bézier mesh (refinement level 1) considered in the analysis, and (c) XFEM mesh of Q8 elements. In addition, the used integration subdomains and the circular interface are depicted.
The convergence behaviour for quadratic NURBS and XFEM in the $L^2$ and the energy norm is illustrated in Fig. 6.5. Monotonic convergence is obtained for both discretisation methods and all analysed problems. However, there is a significant difference between the isogeometric approach and XFEM regarding the overall error level and the convergence rate. While the isogeometric discretisations show optimal orders of convergence of almost exactly $p + 1 = 3$ in the $L^2$ norm. The convergence behaviour in the energy norm even exceeds the theoretical optimal order of $p = 2$. The quadratic XFEM formulation converges suboptimally which has already been reported in Section 3.4, in [KMG+13] as well as by Cheng and Fries [37]. This discrepancy is partly due to the exact geometry representation of the isogeometric approach. The rather poor convergence of the XFEM solutions is typically caused by small triangular integration subdomains which produce large errors and deteriorate the conditioning of the global system of equation. Eventually, it turns out that the appealing XFEM approach to mesh generation, whose advantages have been demonstrated with the generation of numerical models for random microstructures in the previous sections, is numerically far from optimal. The isogeometric approach features excellent numerical properties but requires conforming meshes which will be hard to obtain for solid three-dimensional problems.

While the order of convergence does not depend on the solved boundary value problem, a clear influence on the error level is observed. In terms of the $L^2$ norm, the error for the magnetic boundary value problem (i) is the smallest one, followed by the purely mechanical problem (iii). The displacement field of the coupled problem (ii) possesses the largest error. This applies to both discretisations. With respect to the energy norm, the error levels of the problems (i) and (iii) nearly coincide, while the one of (ii) is higher again. A reason for this apparently systematic error is to be seen in the realisation of the weak coupling in the magneto-mechanical case: At first the magnetic problem is solved. This approximate numerical solution enters the coupled mechanical subproblem by means of the pseudo-magnetic stress tensor which contains the first derivatives of the vector potential, i.e. the magnetic loads entering the magneto-mechanical problem are erroneous and cause the observed offset in the error levels.
7 Hybrid Isogeometric Finite Element and Boundary Element Formulation [MKMU14]

In this chapter a coupling of the Finite Element (FEM) and the Boundary Element Method (BEM) is proposed. The development is motivated from the characteristics of magnetic fields which are not only present in the material body but also in the surrounding free space. If a finite element approach is used, the free space domain has to be meshed in order to avoid truncation errors and to solve scatter problems, e.g. the analysis of electro-magnetic radiation resulting from electronic components. This meshing effort can be avoided by BEM whose integral formulation inherently deals with infinite domains. As the BEM is very limited regarding the modelling of heterogeneous structures as well as material non-linearities, a coupling of both methods is pursued in the following.

FEM is used in this coupled approach to model heterogeneous materials or components that may exhibit non-linear magnetic and mechanical behaviour. The BEM accounts for the surrounding free space. Both methods are coupled on the boundary of the finite element domain. Due to this hybrid approach, no meshing of the free space is necessary and truncation errors are avoided for problems to be solved on open, infinite or semi-infinite domains. Once the solution for the magnetic problem is obtained by the hybrid formulation, FEM is used to solve the magneto-mechanical field problem with one-sided coupling in a subdomain of the magnetic problem. Here, the hybrid method is applied in conjunction with spline-based approximations to form a hybrid isogeometric FEM/BEM approach which offers efficient discretisations and an exact representation of typical engineering geometries.

This chapter is outlined as follows. After a short review of the Isogeometric Boundary Element Method (IGABEM), a boundary integral formulation for the magnetic field problem is developed. Subsequently, the coupling of IGABEM with the Isogeometric Finite Element Method (IGAFEM) is outlined and the numerical properties of the proposed approach in terms of errors and convergence rates are investigated. Results obtained from discretisations based on NURBS and Lagrangian polynomials are compared using the first demonstration problem described in Section 2.7. Eventually, the simulation of magnetically induced deformations of an elliptic sample representing a generic, magnetoactive material that consists of magnetisable particles embedded in a polymeric matrix with non-linear viscoelastic constitutive behaviour.

7.1 Isogeometric Boundary Element Method

The idea of IGABEM was first mentioned in [41]. Early contributions focus on the modelling of potential-flow problems [169] and structural shape optimisation [128]. In order to handle the dense coefficient matrices of BEM efficiently even for large models, Takahashi and Matsumoto [206] combined IGABEM with the Fast Multipole Method to solve problems of Laplace type. Scott et al. [184] used T-splines to eliminate shortcomings in the smoothness of NURBS-based geometry representations. The idea of partition-of-unity
based enrichments was recently transferred to IGABEM by Peake et al. [162]. As BEM requires only the boundary of objects to be meshed, it is even more attractive in combination with isogeometric analysis. Computer aided design models only describe the boundary of objects. This surface representation has to be converted into a three-dimensional solid model in the case of IGAFEM which is one of the key challenges in isogeometric analysis. This problem is avoided for BEM and the method has therefore been applied to elastostatic analysis by Simpson et al. [191, 192].

### 7.2 Hybrid Approach – Coupling IGAFEM and IGABEM

Despite being advantageous for infinite or semi-infinite domains and the attractive combination with IGA, boundary integral methods have restrictions regarding the representation of non-linear material behaviour, especially for materials models that involve internal constitutive variables, cf. Section 2.6 While certain approaches for non-linear isotropic [21] and anisotropic [164, 219] elastic and linear viscoelastic [76, 175] material models exist, the consideration of more complex non-linear constitutive relations remains cumbersome – not to say impossible – due to the requirement of an appropriate fundamental solution. In order to allow for the modelling of complex components, which involve non-linear material models, and the surrounding free space, FEM and BEM can be coupled to combine the advantages of both approaches. An early attempt for such a hybrid modelling strategy has been presented by Fredkin and Koehler [69] for computing scatter fields. Applications to electric field problems can be found in [66]. Recent contributions by Daveau and Menad [45], Pusch and Ostrowski [172], Bruckner et al. [24], Fritze et al. [72] as well as Peters et al. [166] discuss various direct coupling techniques for conforming and non-conforming discretisations. Here, the hybrid FEM/BEM method is applied in conjunction with spline-based approximations to form a hybrid IGAFEM/IGABEM approach.

The infinite domain \( \Omega_\infty \) is decomposed into two separate parts \( \Omega_{\text{BEM}} \) and \( \Omega_{\text{FEM}} \), Fig. 7.1. The domain \( \Omega_{\text{FEM}} \) involves the heterogeneous material body with arbitrarily complex material behaviour while the domain \( \Omega_{\text{BEM}} \) models the free space surrounding the material. Both domains have the common boundary \( \Gamma = \partial \Omega = \partial \Omega_{\text{FEM}} = \partial \Omega_{\text{BEM}} \) which represents the surface of the material body. In this way no meshing of the free space is necessary. This approach is applied to the model magneto-mechanical problems according to Chapter 2 assuming small deformations and a one-sided coupling. That is, magnetically induced deformations result from attractive or repulsive interactions between the particles modelled in terms of magnetic stresses. The following staggered solution procedure is used:

1. **Hybrid IGAFEM/IGABEM** is applied to compute the magnetic field in \( \Omega_\infty \), i.e. within and outside the magnetisable body.

2. **IGAFEM** is used to simulate magneto-mechanical interactions in the magnetisable body which covers \( \Omega_{\text{FEM}} \). During this pass magnetic loads according to step (i) are applied.

Moreover, the domain \( \Omega_{\text{BEM}} \) is assumed to be free of mechanical stresses and the magneto-mechanical problem (ii) can be solved by only FEM or IGAFEM, respectively. Nevertheless, magnetic loads that result from the exterior of the domain \( \Omega_{\text{FEM}} \) are considered in terms of magnetic surface tractions on \( \Gamma \) which are also obtained from the solution of the magnetic field problem in step (i).
7.3 Hybrid Isogeometric Discretisation of the Magnetic Boundary Value Problem

In this section a hybrid formulation for the stationary magnetic problem is developed. Emphasis is placed on the isogeometric discretisation of the boundary, the derivation of the boundary integral equation, and the discrete system of equations. Subsequently, IGABEM is coupled to IGAFEM which requires some changes to the formulation outlined in Section 6.2.

7.3.1 Boundary Discretisation

While the domain $\Omega_{\text{FEM}}$ is divided into a number of $n_e$ finite elements $\Omega_e$, cf. Fig. 6.2, the boundary $\Gamma$ is split into $n_{\tilde{e}}$ boundary elements $\Gamma_{\tilde{e}}$, Fig. 7.2.

$$\Gamma = \bigcup_{I=1}^{n_{\tilde{e}}} \Gamma_{\tilde{e}} \cdot$$

As in the two-dimensional case, elements are defined by unique non-zero intervals of the knot vector. The geometry of the boundary element $\Gamma_{\tilde{e}}$ is a NURBS curve according to equation (6.8)

$$x(\psi) = \sum_{k=1}^{p+1} R_{I,p}(\psi) \mathbf{x}_{I}^{\tilde{e}}$$

Figure 7.1: Modelling problems on infinite or semi-infinite domains $\Omega_\infty$ using a hybrid approach that couples FEM and BEM on the common boundary $\Gamma$. This boundary can be fictitious but will often coincide with the boundary $\partial \Omega$ of a material body or device $\Omega$ in the open domain $\Omega_\infty$. While FEM can be used to model heterogeneous materials with complex history dependent constitutive relations in $\Omega_{\text{FEM}}$, BEM is utilised to account for fields in the free space $\Omega_{\text{BEM}}$. 
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defined in terms of $p+1$ univariate NURBS basis functions $R_{I,p}(\psi)$ and control point coordinates associated to the element $\Gamma_2$. Using Bézier extraction, the basis functions are expressed in terms of Bernstein polynomials that are functions of the parent domain coordinate $\bar{\psi}$

$$x(\bar{\psi}) = \mathbf{x}^T \mathbf{W}_e \mathbf{C}_e \mathbf{B}_e(\bar{\psi}) W(\bar{\psi}).$$ \hfill (7.3)

Quadrature of the boundary integral formulation is performed in the parent domain and the geometric mapping between the physical and parent domain requires the determinant of the Jacobian of the geometric map to be considered

$$\text{d}\Gamma_\bar{\psi} = \sqrt{\left(\frac{\text{d}x_1^\bar{\psi}(\bar{\psi})}{\text{d}\bar{\psi}}\right)^2 + \left(\frac{\text{d}x_2^\bar{\psi}(\bar{\psi})}{\text{d}\bar{\psi}}\right)^2} \text{d}\bar{\psi} = J_e \text{d}\bar{\psi}. \hfill (7.4)$$

### 7.3.2 Isogeometric Boundary Element Formulation

In the linear magnetic case $B_i = \mu H_i$, the stationary magnetic field problem described by equations (2.30) and (2.31) can be represented in terms by the Poisson type partial differential equation

$$A_{i,i} = -\mu j \hfill (7.5)$$

for which a detailed derivation of the boundary integral equation can be found in [77]. In order to obtain the typical structure of the discrete BEM equations, the normal derivative of the magnetic potential is defined by $Q = A_{i,n_i}$ and jump conditions (2.32) as well as (2.33) across an interface $\Gamma$ can be recast in the form

$$\begin{bmatrix} A \\ Q \\ \mu \end{bmatrix} = 0 \hfill (7.6)$$

$$\begin{bmatrix} Q \\ \mu \end{bmatrix} = -k \hfill (7.7)$$
A corresponding boundary integral formulation of the stationary magnetic field problem is derived by multiplying \((7.5)\) with a test function \(A^*(x, x')\) which satisfies

\[
A^*_{ji} = -\delta(x, x'),
\]

with the Dirac distribution \(\delta\). Integrating over the domain \(\Omega_{BEM}\), applying integration by parts twice and using Gauss’ theorem yields the boundary integral equation for the two-dimensional stationary magnetic field problem to be solved on the open, infinite domain \(\Omega_{BEM}\)

\[
A(x') = \int_{\Gamma} A^*(x, x')Q(x) - Q^*(x, x')A(x) \, dS + \mu \int_{\Omega_{BEM}} A^*(x, x')j(x) \, dV \quad . \tag{7.9}
\]

In the equation above \(Q = A_{ni}^{BEM}\) is the normal derivative of the magnetic potential \(A\) with the outward unit normal vector \(n_{BEM}\) of the BEM domain, Fig. 7.3 (a). The fundamental solution \(A^*\) of the magnetic potential obtained from \((7.8)\) and its normal derivative \(Q^*\) are given by

\[
A^*(r) = -\frac{1}{2\pi} \ln r, \quad Q^*(r) = A^*_{ni}^{BEM} = -\frac{1}{2\pi r} \frac{\partial r}{\partial n_{BEM}} \tag{7.10}
\]

with the Euclidean distance \(r = |x - x'|\) between source \(x'\) and field point \(x\).

It is important to mention that terms in the boundary integral equation \((7.9)\) related to the fictitious boundary \(\Gamma_{\infty}\), cf. Fig. 7.1,

\[
\lim_{r \to \infty} \left[ \int_{\Gamma_{\infty}} A^*(x, x')Q(x) - Q^*(x, x')A(x) \, dS \right] = 0 \quad . \tag{7.11}
\]

cancel each other out in two dimensions. In the three-dimensional case, each of the terms in \((7.11)\) approaches zero for \(r \to \infty\) \([20]\). As a consequence, \(\Gamma_{\infty}\) never has to be considered explicitly nor discretised and no boundary conditions have to be assigned.

Using the boundary integral equation \((7.9)\), the magnetic potential can be computed for any point in the domain \(\Omega_{BEM}\) once the potential and its normal derivative are known on \(\Gamma\). In this work, the missing boundary values will be computed by collocation which is, however, not the only discretisation strategy for generating a system of equations. Problems in this procedure arise from the fact that the source point \(x'\) is restricted to the interior of \(\Omega_{BEM}\) and
can approach a point on the boundary $\Gamma$ only in a limit sense. From an implementation point of view, collocation with points on $\Gamma$ will lead to singular integrals in (7.9) which require special treatment as explained in more detail in [MKMU14]. This results in the modified integral equation valid to compute values on $\Gamma$

$$c(x')A(x') + \oint_{\Gamma} Q^*(x,x')A(x) \, d\Gamma - \int_{\Gamma} A^*(x,x')Q(x) \, dS = \mu_{BEM} \int_{\Omega_{BEM}} A^*(x,x')j(x) \, dV$$

(7.12)

where $c$ is a free term coefficient defined by

$$c(x') = \begin{cases} 
1 - \frac{\alpha}{2\pi} & \text{for } x' \in \Gamma \\
1 & \text{for } x' \in \Omega_{BEM} \\
0 & \text{for } x' \notin \Gamma, x' \notin \Omega_{BEM} 
\end{cases}$$

(7.13)

with the planar angle $\alpha$ according to Fig. 7.4. The symbol $\oint$ indicates that the first integral in (7.12) – which is strongly singular (singularity at $r = 0$) – is evaluated in the Cauchy Principal Value limiting sense.

A discrete form of the boundary integral equation which forms the basis for IGABEM is finally obtained from utilising univariate approximations of the magnetic potential and its normal derivative

$$A^h(\vec{\psi}) = N_A(\vec{\psi}) A_s$$

(7.14)

$$Q^h(\vec{\psi}) = N_Q(\vec{\psi}) Q_s.$$  

(7.15)

Similar to two-dimensional case of Section 6.2.1 equation (6.25), the above vector-matrix notation of the approximations is implemented in terms of a modified shape function routine that is on the framework of Bézier extraction suitable for both, B-spline and NURBS.
The resulting discrete boundary integral equation is given by

\[
\begin{align*}
    c(x') \mathbf{N}_A \left( \psi' \right) \mathbf{A}_{\tilde{e}} & + \sum_{I=1}^{n_{\tilde{e}}} \left( \int_{\Gamma_{I,\tilde{e}}} Q^*(x(\tilde{\psi}), x') \mathbf{N}_A(\tilde{\psi}) J_{\tilde{e}}(\tilde{\psi}) d\tilde{\psi} \right) \mathbf{A}_{\tilde{e}} \\
    & - \sum_{I=1}^{n_{\tilde{e}}} \left( \int_{\Gamma_{I,\tilde{e}}} A^*(x(\tilde{\psi}), x') \mathbf{N}_Q(\tilde{\psi}) J_{\tilde{e}}(\tilde{\psi}) d\tilde{\psi} \right) \mathbf{Q}_{\tilde{e}} \\
    & = \mu \sum_{K=1}^{n_J} J_K A^*(x_K, x') .
\end{align*}
\]

(7.16)

In the equation above $\mathbf{A}_{\tilde{e}}$ and $\mathbf{Q}_{\tilde{e}}$ represent the control values of the magnetic potential and its normal derivative associated to the boundary element $\Gamma_{\tilde{e}}$, $\psi'$ denotes the coordinate of the collocation point in the parent space, and $\tilde{e}$ indicates the element containing the collocation point $\tilde{\psi}'$. The first term in equation (7.16) takes into account that the rational basis functions are not interpolatory at the collocation coordinate $\tilde{\psi}'$. For the right-hand side it is assumed, that a number of $n_J$ concentrated current sources $J_K$ act at field points $x_K$ in $\Omega_{BEM}$

\[
    j(x) = \sum_{K=1}^{n_J} J_K \delta(x - x_K) 
\]

(7.17)

which is a reasonable choice to model the demonstration problems presented in Section 7.4.

As previously mentioned, collocation which was already applied by Simpson [192] in the framework of IGABEM, is used to finally set up a system of equations to compute the unknown values of $A$ and $Q$ on $\Gamma$. The source points in the parametric space are defined by

\[
    \tilde{\psi}'_I = \frac{\tilde{\psi}_{I+1} + \tilde{\psi}_{I+2} + \cdots + \tilde{\psi}_{I+p}}{p} \quad \text{for} \quad I = 1, 2, \ldots, n - 1
\]

(7.18)

which yields a corresponding collocation point for each control point. Collocation at $\tilde{\psi}'$ produces one line of the system of equations

\[
    \mathbf{H} \mathbf{A}_{BEM} + \mathbf{G} \mathbf{Q}_{BEM} = \mathbf{A}_S .
\]

(7.19)

In equation (7.19) the vectors $\mathbf{A}_{BEM}$ and $\mathbf{Q}_{BEM}$ contain the control values of the potential and its normal derivative while the coefficient matrices $\mathbf{H}$ and $\mathbf{G}$ result from the quadrature of the integrals in (7.16). The vector $\mathbf{A}_{\tilde{e}}$ exists due to currents in the domain $\Omega_{BEM}$ according to (7.17).

Special treatment has to be taken for the integration of the integrals in (7.16). If the collocation point $\tilde{\psi}'$ does not lie in the element $\tilde{e}$ over which integration is performed, the integral is regular. In case that the collocation point lies in the element which is integrated, a method proposed by Guiggiani [84, 83] is applied to calculate the resulting strongly singular integral and the coordinate transformation proposed by Telles [207] for the weakly singular integral – for more details see the appendix of May et al. [MKMU14]. The number of integration points used is given explicitly in the numerical studies in section 7.4. Regular and nearly singular integrals are treated in the same manner.
7.3.3 Coupling of the Finite Element and Boundary Element Formulations

In order to compute the magnetic potential in the domain $\Omega_\infty$, the IGAFEM approach of Section 6.2 has to be coupled to the present IGABEM formulation taking into account the interactions between the two domains $\Omega_{\text{BEM}}$ and $\Omega_{\text{FEM}}$. They are given by the jump conditions according to equations (7.6) and (7.7) which hold on the interface $\Gamma$. The system of equations (6.27) has to be slightly altered to accommodate the jump condition (7.7). Equation (6.27) was derived from a weak form that considers current density boundary conditions $\hat{k}$, i.e. the jump condition (7.7) has already been evaluated assuming that $\Gamma$ is an external boundary. A weak form which allows for a coupling of the domains $\Omega_{\text{BEM}}$ and $\Omega_{\text{FEM}}$ reads

$$\int_{\Omega_{\text{FEM}}} \frac{1}{\mu_{\text{FEM}}} B_i \delta B_i \, dV - \int_{\Omega_{\text{FEM}}} j \delta A \, dV - \int_{\Gamma} \frac{1}{\mu_{\text{FEM}}} Q \delta A \, dS = 0$$

(7.20)

and requires an approximation of the normal derivative $Q$ on the edges of the finite elements representing the interface $\Gamma$. In view of the aspired coupling of IGAFEM and IGABEM, the same approximation (7.15) which is used for the boundary elements $\Gamma_{\hat{e}}$ is applied here. In equation (7.21) $Q_{\text{FEM}}^e$ are the control values of the normal derivative at the control points associated to the edge $\Gamma_{\hat{e}}$ of a finite element $\Omega_e$. Consequently, the discrete IGAFEM formulation now reads

$$K_{\text{A}}A_{\text{FEM}} - T Q_{\text{FEM}} = P_A,$$

(7.22)

with the coefficient matrix $K_{\text{A}}$ defined by equation (6.28). Since currents on the boundary are assumed to be zero in order to simplify the coupling procedure, the vector of equivalent nodal currents

$$P_A = \bigcup_{I=1}^{n_c} \int_{\Omega_e} N_A^I j \, dV$$

(7.23)

only accounts for contributions due to body current densities. In addition, the approximation of $Q$ results in the matrix

$$T = \bigcup_{I=1}^{n_c} \int_{\Gamma_{\hat{e}}} \frac{1}{\mu_{\text{FEM}}} N_A^I N_Q^e \, dS.$$  

(7.24)

The vectors $A_{\text{BEM}}$, $Q_{\text{BEM}}$ and $Q_{\text{FEM}}$ involve values at the same control points because the IGAFEM/-BEM approximations (7.14), (7.15) and (7.21) used for $A$ and $Q$ on the boundary $\Gamma$ are identical. In contrast, the vector $A_{\text{FEM}}$ contains values from all control points of the domain $\Omega_{\text{FEM}}$. As illustrated in Fig. 7.5 the representation of the geometry and the element approximation of the magnetic potential (6.25) in the finite element domain $\Omega_e$

$$x^h(\xi) = N(\xi) x_e = N_A^e(\xi) x_{e,i} + N_b^e(\xi) x_{e,b}$$

$$A^h(\xi) = N_A^e(\hat{\xi}) A_{\text{FEM}}^{e} = N_A^e(\xi) A_{\text{FEM}}^{e,i} + N_b^e(\xi) A_{\text{FEM}}^{e,b}$$

(7.25)

(7.26)

can be split into control values $A_{\text{FEM}}^{e,i}$ associated to the interior of the element and control values $A_{\text{FEM}}^{e,b}$ associated to its boundary. As $N_{A}^{e,i} = 0$ for points on the element edge which
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Figure 7.5: Decomposition of geometry representation and approximation into contributions from control points \( x_{e,i} \) associated to the interior of the element domain \( \Omega_e \) and \( x_{e,b} \) associated to its boundary which are identical to the control points \( \tilde{x}_j \) of the boundary element \( \Gamma_{\tilde{e}} \).

corresponds to the boundary element \( \Gamma_{\tilde{e}} \), only the control values \( A_{e,b} \) have influence on the approximation of \( A \) on \( \Gamma \). Consequently, equation (7.26) reduces to

\[
A^e(\bar{\xi})\big|_{\Gamma} = N^b_{e}(\bar{\xi})A^{e,b}_{FEM} = N^e_{A}(\bar{\psi})A^{e,b}_{FEM}
\]

(7.27)

which is identical to the approximation in the boundary element \( \Gamma_{\tilde{e}} \) given by equation (7.14).

From the discussion above it follows, that due to matching IGA-FEM and IGA-BEM approximations along the boundary \( \Gamma \), the jump conditions (7.6) and (7.7) can be satisfied by conditions for the control values of IGA-FEM and IGA-BEM, respectively,

\[
A_{FEM}\big|_{\Gamma} = A_{BEM}
\]

(7.28)

\[
\frac{1}{\mu_{FEM}}Q_{FEM} = -\frac{1}{\mu_{BEM}}Q_{BEM}.
\]

(7.29)

The negative sign in equation (7.29) results from the opposite direction of the normal vectors \( n_{FEM} \) and \( n_{BEM} \), cf. Fig. 7.3, and no surface current density \( k \) is applied. Eventually, the following system of equations

\[
\begin{bmatrix}
K^A & \mu_{BEM}^T \\
\mu_{BEM} & G
\end{bmatrix}
\begin{bmatrix}
A_{FEM} \\
Q_{BEM}
\end{bmatrix} =
\begin{bmatrix}
P_A \\
A_{\mu}
\end{bmatrix}
\]

(7.30)

which can be solved for the unknowns \( A_{FEM} \) and \( Q_{BEM} \) is obtained. The matrix \( \tilde{H} \) contains the entries of the matrix \( H \) in a special order because it operates on \( A_{FEM} \) and not on the subset of boundary values \( A_{BEM} \).
7 Hybrid Isogeometric Finite Element and Boundary Element Formulation

(a) rigid cylinder of radius $R$ with relative magnetic permeability $\mu_{\text{FEM}}$; in free space $\mu_{\text{BEM}} = 1$. At distance $a$ from its centre, a conducting wire carries the current $J$, (b) initial mesh for the magnetisable cylinder, and (c) mesh after applying uniform $h$-refinement with the collocation points on the boundary $\Gamma$ for the IGAFEM-/BEM coupling.

7.4 Demonstration

The formulation presented in the previous sections is used to simulate two different magneto-mechanical problems below. In the first example, based on the demonstration problem of Fig. 2.3 (a), outlined in Section 2.7, numerical properties of the hybrid formulation are studied in terms of error norms and convergence rates for the magnetic field problem. The accuracy of the predicted magneto-mechanical coupling effect is analysed by the relative error of a magnetic force acting on a magnetisable inclusion fixed in free space due to an inhomogeneous magnetic field. In the second example magnetostrictive effects are investigated in a heterogeneous magnetoactive material. The sample consists of magnetisable particles embedded in a polymer matrix with typical strain rate dependent constitutive behaviour modelled by a non-linear viscoelastic material model [116] underlining the usefulness and variability of the proposed hybrid approach. The two-dimensional problems are assumed to be homogeneous in the $x_3$-direction. Due to the considered one-sided coupling, the numerical analyses of the magnetic and magneto-mechanical problems are performed consecutively, starting with the magnetic field problem. As previously outlined, the magnetic loads are then computed from the obtained solution and applied in the mechanical pass.

7.4.1 Convergence Analysis

The hybrid numerical model of the first demonstration problem according to Section 2.7 is illustrated in Fig. 7.6. For the computations the same material properties as in Chapter 3 are used. While the infinite domain $\Omega_\infty$ is considered for the magnetic case and therefore solved using the hybrid approach, only the subdomain $\Omega_{\text{FEM}}$ is of interest for the mechanical analysis. It is assumed that the mechanical stresses in the surrounding free space vanish. Since no additional mechanical surface tractions are applied, all boundary loads are purely magnetic. In order to prevent rigid body motions, the displacements of the centre of the cylinder are set to zero.
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Starting from the NURBS representation of the magnetisable cylinder with the order $p_1 = p_2 = p = 2$ illustrated in Fig. 7.6(b), uniform $h$-refinement has been applied to study the convergence. The first refinement level is shown in Fig. 7.6(c). In the same manner NURBS of order $p = 3$ have been examined. Numerical integration was performed using the same number of Gauss points for both, NURBS and Lagrangian discretisations of equal order. In detail, 8 integration points have been used for regular boundary integrals, 20 for weakly singular ones and strongly singular kernels have been integrated using a number of $p^2$ sample points.

Contour plots of the magnetic potential are depicted in Fig. 7.7. The solution has been obtained using a second-order NURBS approximation with the refinement levels of 1 and 4, respectively. It is noted that already the coarse NURBS approximation with only 121 control points is capable of describing the principal characteristics of the solution of the stationary magnetic field problem, e.g. the flux lines entering the highly permeable cylinder at angle of approximately 90 degrees. Furthermore, Fig. 7.8 shows a contour plot of the two non-vanishing components of the magnetic induction. Both components are continuous in regions where they align with the normal vector of the cylinder surface which demonstrates the proper handling of the jump conditions.

Results of the convergence study are presented for the error of the potential in the $L^2$ norm and the energy norm for both, the domain $\Omega_{\text{FEM}}$ and the boundary $\Gamma$, Fig. 7.9. Additionally, the relative error for the force has been computed in order to assess the quality of the solution of the coupled magneto-mechanical field problem. From Fig. 7.9 it can be seen that Lagrangian and NURBS-based discretisations show a monotonic convergence behaviour although very coarse NURBS meshes are not within the range of asymptotic convergence. The convergence rates given in the error plots have therefore been computed using only the three finest meshes. It is noted, that Lagrangian approximations provide rates of convergence that are close to the optimal order for both, the $L^2$ and the energy norm. As expected, the NURBS-based modelling outperforms the Lagrangian polynomials in terms of the overall
error level. The convergence rates obtained for IGA are also significantly higher than the optimal values which was not observed to this extent in the convergence study performed for IGAFEM in Section 6.2.2. This effect may originate from the improved continuity of the boundary representation. The relative error of the resulting force $|\Delta F_1|$ seems actually less affected by the type of basis functions as both approximations produce almost the same error levels and convergence rates. Possible explanations are that the force represents an integral quantity and that the solution of the coupled magneto-mechanical problem is affected by results from the solution of the stationary magnetic field problem.

### 7.4.2 Heterogeneous Magnetoactive Material in an External Field

The second example illustrates the modelling of magnetostriction by the hybrid IGAFEM/BEM approach. It considers an elliptic sample which consists of magnetisable particles embedded in a soft polymeric matrix, Fig. 7.10. Similar to the periodic unit cell in Chapter 4, a simple two-dimensional arrangement of three particles is considered. To allow for magnetically induced deformations of the sample while preventing rigid body motions, the displacements of a set of control points on the horizontal axis of symmetry have been constrained, Fig. 7.10(a). The NURBS mesh used in the entire analysis is given in Fig. 7.10(b).

The magnetic stimulus is provided by a coil which is represented by several conducting wires in the two-dimensional setting. These wires carry opposite currents $J = \pm 2\text{A}$ and generate an almost homogeneous external magnetic field $\vec{B}$. However, the local fields induced by the magnetisation of the particles will result in attractive or repulsive interactions between the particles. These particle-particle interactions generate an observable magnetostriction of the elliptic sample. Two principal loadings are considered. The horizontal orientation of the coil generates a magnetic field $\vec{B} = [\vec{B}_1, 0]^T$, red in Fig. 7.10(a), while the vertical arrangement leads to $\vec{B} = [0, \vec{B}_2]^T$, blue in Fig. 7.10(a).
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Figure 7.9: Results of the convergence analysis: (a) error $\|A\|_{L^2}$ in the domain $\Omega_{FEM}$, (b) error $\|A\|_{L^2}$ on the boundary $\Gamma$, (c) error $\|A\|_{en}$ in the domain $\Omega_{FEM}$, and (d) relative error $|\Delta F|$ of the resulting force per unit length acting on the cylinder as a function of the maximum characteristic element size $h$ of the domain $\Omega_{FEM}$ and the boundary $\Gamma$, respectively.

Figure 7.10: Elliptic sample of a magnetoactive material consisting of magnetisable particles and a polymeric matrix: (a) model arrangement with two possible external magnetic fields, horizontal (red) or vertical (blue), and (b) initial NURBS mesh used for analysis.
Table 7.1: Material parameters of the viscoelastic matrix.

<table>
<thead>
<tr>
<th>$E^{eq}$</th>
<th>$\nu$</th>
<th>$E^{ov}$</th>
<th>$\tau$</th>
<th>$s_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2 MPa</td>
<td>0.4</td>
<td>1 MPa</td>
<td>10 s</td>
<td>0.15 MPa</td>
</tr>
</tbody>
</table>

The particles are assumed to show a linear isotropic magnetisation behaviour with the relative permeability $\mu_r^P = 1 \times 10^3$. The polymer matrix is non-magnetisable, $\mu_r^M = 1$. The linearity of the stationary magnetic field problem allows for its solution in a single loadstep. In contrast, the magneto-mechanical field problem exhibits physical non-linearities due to the considered non-linear strain rate dependence which is typical for polymers. Therefore, it is solved iteratively in a Newton-Raphson scheme using several load steps. The mechanical behaviour is formulated in terms of the pseudo-mechanical stress $E\sigma$. While the particles are modelled isotropic linear elastic ($E^p = 2.1 \times 10^5$ MPa, $\nu^p = 0.3$), a non-linear viscoelastic material model with a stress dependent viscosity [116] is used to represent the polymeric matrix. It consists of a linear elastic equilibrium relation and a non-linear viscoelastic overstress branch. The fundamental relations are given by

\[
E\sigma = E\sigma^{eq} + E\sigma^{ov}, \quad E\sigma^{eq} = E^{eq}\varepsilon, \quad E\sigma^{ov} = E^{ov}\dot{\varepsilon}, \quad \tilde{\tau} = \tau \exp\left(-\frac{||E\sigma^{ov}||}{s_0}\right).
\]

In these constitutive equations, $E\sigma$ is the pseudo-mechanical stress, and $E\sigma^{eq}$ and $E\sigma^{ov}$ are its equilibrium and strain rate dependent overstress parts, respectively. $E^{eq}$ and $E^{ov}$ are fourth-order elasticity tensors whose elements are computed from the material parameters $E^{eq}$, $E^{ov}$, and $\nu$. The load dependent viscosity is taken into account by an overstress dependent relaxation time $\tilde{\tau}$. A set of material parameters has been chosen in order to account for a soft polymer matrix, Tab. 7.1.

The time frame of the magneto-mechanical simulation has been set to $t \in [0, 200]\text{ s}$. Starting from an undeformed stress-free configuration, the magnetic field quantities known from the previous solution of the magnetic field are gradually applied in 20 equidistant time increments until $t = 100\text{ s}$. This is followed by 20 additional increments covering another 100 seconds. During this time the magnetic field is kept constant and the viscoelastic characteristics of the polymer results in an ongoing motion of the particles due to creep deformations of the matrix.

The magnetic potential as well as the deformation of the sample at the end of the simulation are illustrated in Fig. 7.11 for both orientations of the magnetic field $\bar{B}$. It can be seen that the magnetically induced attractive or repulsive interactions of the particles cause either an elongation or contraction of the sample, i.e. a magnetostrictive effect can be observed. The deformation behaviour is in agreement with the numerical results for effective macroscopic actuation stresses in Chapter 4. Displacement-time ($u_{x_2} - t$) curves that illustrate the vertical motion of the particle centres for both orientations of the magnetic field are plotted in Fig. 7.12. While the vertical position of particle (P1) remains constant due to the symmetry of the arrangement, the upper (P2) and lower (P3) particles attract or repel each other depending on the orientation of the magnetic field. In correspondence to the previously described loading, two time domains can be identified. In the first (grey domain), the displacement of the particles increases progressively with the magnetic field. In the second (white domain), the magnetic field and therefore the magnetic forces remain constant. The ongoing deforma-
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Figure 7.11: Local magnetic fields and magnetically induced deformation of an elliptic sample for (a) a vertically, and (b) a horizontally aligned magnetic field $\vec{B}$. The dashed grey lines illustrate the original undeformed configuration, while the solid black lines show the position of the particles at the end of the simulation.

Deformation is caused by creep effects in the viscoelastic matrix material and approaches a state of equilibrium.

Figure 7.12: Displacement-time curves of the particle centres for (a) a vertical, and (b) a horizontal orientation of the magnetic field. Two time regimes can be identified. In the first (grey region), the displacement increases progressively due to the increasing magnetic field. In the second (white region), the deformation continues to increase at a constant magnetic field due to creep effects in the viscoelastic matrix.
7.5 Conclusion

In this chapter isogeometric analysis has been utilised to solve two-dimensional stationary magnetic and coupled magneto-mechanical field problems. The magnetic problem was handled by a hybrid IGAFEM/-BEM approach. While IGAFEM was used to model the magnetisable body, IGABEM accounted for the infinite domain representing the free space. As a consequence, truncation errors are avoided and no meshing of the free space was required. The subsequent solution of the magneto-mechanical field problem was obtained from applying IGAFEM to discretise the domain of the magnetisable body which allows for inelastic material behaviour. Magnetic contributions to the total stress as well as to the surface traction acting on this body were obtained from the solution of the stationary magnetic field problem provided by the hybrid IGAFEM/-BEM method. Compared to discretisations based on Lagrangian polynomial shape functions the isogeometric approach was proved to be more efficient.
8 Isogeometric Phase-Field Modelling of Structural Evolution Processes [KMdB16]

In the first chapter of this work sharp and diffuse interface models have been introduced. Owing to the classical continuum formulation of the underlying boundary value problems, only sharp interface representations were used in the preceding chapters. With the diffuse interface model being a fundamental part of the phase-field method, the Cahn-Hilliard model [29, 30] will be considered as an illustrative example for the diffuse approach below. The Cahn-Hilliard model was originally derived to describe the spinodal decomposition of binary mixtures but has later been used in more complex phase-field models. A difficulty regarding the solution of phase-field models including the Cahn-Hilliard model is that they typically involve spatial differential operators that are higher than second-order. Therefore, standard finite elements based on \( C^0 \)-continuous Lagrangian polynomial shape functions do not provide converging solutions when directly applied to the phase-field equation. Starting with the work of Gómez [80] a new approach has emerged which combines phase-field models with spline-based approximations. The higher-order continuity of splines allows for a direct discretisation of the weak forms as explained below. In this way isogeometric analysis enables an accurate and efficient resolution of steep gradients that can occur when higher-order derivatives are introduced.

Phase-field models have become a powerful tool for the modelling of phase transformations and morphological changes in different fields of physics as well as materials and engineering science. Compared to sharp interface models their advantage is that topological changes are avoided, since interfaces are treated in a diffuse manner which is achieved through a parameter which varies continuously. This phase-field parameter accounts for the different material phases and/or the concentration of the different components. Such an approach allows to fully capture the physics of the individual interfaces without the need to explicitly track them. Typical applications include the modelling and simulation of solidification processes, spinodal decomposition, coarsening of precipitate phases, shape memory effects, re-crystallisation, and dislocation dynamics [36, 60, 143, 197]. Phase-field models have been successfully applied to model tumor growth [91, 218, 226], and image inpainting [14]. The phase-field approach has also been used to model crack propagation [93, 123, 138, 140, 194]. Diffuse interface representations can also be of interest to predict microstructural changes under external fields [198, 122]. They are therefore considered in this work.

This chapter is organised as follows: Section 8.1 will briefly review the derivation of the Cahn-Hilliard equation. In Section 8.2 two different finite element formulations for the numerical solution of the Cahn-Hilliard problem, i.e. a mixed form and a direct approach, are discussed. These formulations are compared and their numerical properties are analysed in terms of error norms and convergence rates in Section 8.3. Eventually, it will be shown that both formulations provide statistically similar results for two exemplary demonstration problems in Section 8.4.
8.1 Cahn-Hilliard Model of Spinodal Decomposition

The governing equation of the Cahn-Hilliard model can be derived from a concentration dependent free energy density \( f(c) \). In order to incorporate gradients and interfacial energy terms, a truncated Taylor series expansion of \( f(c) \) with respect to \( c \)

\[
\bar{f}(c) = f(c) + L_i c_i + K_{ij} c_i c_j + \ldots
\]

is employed. Since \( L_i = 0 \) for symmetry reasons, and \( K_{ij} = \lambda \delta_{ij} \) for isotropic systems, the truncated free energy can be written as

\[
\bar{f}(c) = f(c) + \lambda c^2_i. \tag{8.2}
\]

Here, \( \lambda \) is the interface parameter that governs the thickness of the diffuse interface. Integration over the domain \( \Omega \) yields the total Ginsburg-Landau free energy functional

\[
\mathcal{F} = \mathcal{F}_{\text{bulk}} + \mathcal{F}_{\text{int}} = \int_{\Omega} \left( f(c) + \lambda c^2_i \right) \, dV \tag{8.3}
\]

which contains two contributions, a configurational or bulk energy \( \mathcal{F}_{\text{bulk}} \), and an interface energy \( \mathcal{F}_{\text{int}} \). It is actually the interface energy term which leads to the fourth-order derivatives in the phase-field approaches.

The chemical potential follows as variational derivative of the free energy density

\[
\mu = \frac{\delta \bar{f}}{\delta c} = \frac{\partial \bar{f}}{\partial c} - \left( \frac{\partial \bar{f}}{\partial c_i} \right)_i = f'(c) - \lambda c_{ii}, \quad \text{with} \quad (\cdot)' = \frac{d(\cdot)}{dc}. \tag{8.4}
\]

It is the thermodynamical driving force which governs the structural evolution process and is therefore used in the constitutive equation defining the concentration flux

\[
J_i = -M(c) \mu_i. \tag{8.5}
\]

This equation involves the mobility \( M(c) \) as a concentration dependent material property.

The Cahn-Hilliard equation is finally obtained from considering the balance of mass (2.18) in the form

\[
\frac{dc}{dt} = \frac{\partial c}{\partial t} = -J_i. \tag{8.6}
\]

Combining equations (8.5) and (8.6) yields the fourth-order Cahn-Hilliard equation

\[
\frac{\partial c}{\partial t} = \left[ M(c) \left( f'(c) - \lambda c_{kk} \right)_i \right]_i \tag{8.7}
\]

which is valid in the domain \( \Omega \). To fully define the boundary value problem of structural evolution, two sets of boundary conditions and an initial condition for the concentration field \( c(x_k, t) \) are required, cf. Section 8.2.

As it can be seen from equation (8.7), the evolution process depends on the interaction of bulk and interfacial energy terms. Their ratio is governed by the interface parameter \( \lambda \). The mobility \( M(c) \) characterises the ability for diffusion processes. Mainly two different choices for the mobility \( M(c) \) are considered in the literature: (i) \( M = \text{const.} \) or (ii) \( M = Dc(1 - c) \).
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The latter is known as degenerate mobility and restricts diffusion processes primarily to the interface zones, because $M(c)$ is significantly lower in domains of pure phases than across the interface which is assumed to be a more realistic assumption than a constant value.

Whether decomposition occurs depends on the free energy

$$f(c) = A \left[ c \ln(c) + (1 - c) \ln(1 - c) + Bc(1 - c) \right]. \quad (8.8)$$

Its parameters $A = NkT$ and $B = \omega/kT$ depend on the absolute temperature $T$, the number of molecules per unit volume $N$, Boltzmann’s constant $k$, and a parameter $\omega$ related to the mixing enthalpy. For $B > 2$, the chemical free energy is non-convex, Fig. 8.1. Its two wells drive phase separation into domains whose concentrations are defined by the minima of $f(c)$. They are called binodal points. For $B \leq 2$ the free energy has a single well which leads to homogeneously distributed phases. Decomposition is only observed for certain temperature ranges, i.e. when the temperature decreases, mixtures with a concentration in between the two spinodal points become unstable [201]. Only isothermal processes with $B > 2$ are considered here.

8.2 Finite Element Formulation

As a consequence of the fourth-order spatial derivatives in the Cahn-Hilliard equation (8.7), the corresponding weak form will involve second-order partial derivatives. To obtain converging solutions, a direct discretisation will require at least $C^1$ inter-element continuity of the used approximations. Lagrangian polynomials that provide only $C^0$ continuity can therefore not be applied directly. Consequently, three major alternative approaches to the finite element discretisation of the Cahn-Hilliard equation have been pursued:

(i) **Mixed formulation:** The fourth-order equation is decomposed into a coupled system of two second-order partial differential equations [4, 59]. Since the corresponding weak
forms will contain only first-order derivatives, the need for higher-order continuity across element boundaries is avoided and $C^0$-continuous Lagrangian interpolations can be applied.

(ii) *Discontinuous Galerkin:* The application of this method was proposed in [229]. A slightly different approach by Wells et al. [225] combines features of continuous and discontinuous Galerkin methods as outlined in [62], i.e. it uses a lower-order continuity of the basis functions than actually required by the weak form. Hence, $C^0$-continuous Lagrangian basis functions are applicable and the first-order inter-element continuity is weakly enforced by Nitsche’s method.

(iii) *Direct discretisation:* The weak form of the Cahn-Hilliard equation is discretised by elements that provide at least $C^1$ continuity. Approaches include Hermite elements [33, 201] as well as isogeometric discretisations [80, 132].

Discussion These different discretisation strategies come along with certain advantages and drawbacks. The solution of the coupled system can lead to stability issues [201] which motivated the development of the direct discretisation approach. Zhang et al. [232] have presented a quantitative comparison of the coupled formulation with quadratic Lagrangian polynomials and the direct approach with $C^1$-continuous cubic Hermite elements. It was observed that both solution schemes deliver optimal convergence rates. Since different polynomial orders have been used with both methods, a direct comparison of error levels and convergence rates is however not possible. Therefore, a ratio of accuracy vs. computational costs has been investigated with similar results for both procedures. Despite the promising results obtained for the Hermitean elements, one has to keep in mind that there are only few elements with $C^1$ continuity in two dimensions and none for three-dimensional problems. Moreover, both formulations involve degrees of freedom in addition to the primary field variable $c$. The only approach avoiding them is the continuous/discontinuous Galerkin formulation [225] but it requires a change of the data structure due to the weak enforcement of the $C^1$ continuity across element boundaries. Besides this, the penalty parameter has to be carefully chosen in order to avoid instabilities or accuracy issues, respectively. In this work, isogeometric analysis, cf. Chapter [6] will be applied to the spatial discretisation of the Cahn-Hilliard equation which was first proposed by Gómez et al. [80]. Different from all previous approaches it offers higher-order continuity without introducing additional degrees of freedom. In Section 8.2.1, the mixed formulation as well as the direct discretisation of the fourth-order partial differential equation will be briefly outlined. All equations are given for a concentration dependent mobility $M(c)$ and the most general case of boundary conditions. Both formulations have been implemented and are employed in a comparative convergence analysis in Section 8.3.

### 8.2.1 Spatial Discretisation

As outlined in Section [6.1.2], Bézier extraction facilitates the incorporation of isogeometric analysis into any existing finite element code by simply replacing the shape function routines. Therefore, a finite element point of view can be adopted for both FEM and IGAFEM. The analysis domain $\Omega$ is discretised by a set of $n_e$ either standard or Bézier finite elements $\Omega = \bigcup_{I_e} \Omega_{I_e}$. In addition, Lagrangian and spline-based approximations of a generalised primary field variable $u = \{c, \mu\}$, and its spatial derivatives in each element domain $\Omega_e$ are given by

$$u = \mathbf{N} \mathbf{u}, \quad u_{,k} = \mathbf{B} \mathbf{u}, \quad u_{,kk} = \mathbf{B}' \mathbf{u} \quad (8.9)$$
8.2 Finite Element Formulation

with \( \mathbf{N}, \mathbf{B}, \) and \( \mathbf{B}' \) row vector or matrix representations of the element shape functions and their corresponding first- and second-order spatial derivatives. All nodal or control point degrees of freedom are contained in the column vector \( \mathbf{u} \). Following a standard Ritz or Galerkin approach, the same approximations will be used for the weight functions.

In the mixed formulation approach, the fourth-order Cahn-Hilliard equation is split into a system of two second-order partial differential equations

\[
\frac{\partial \mathbf{c}}{\partial t} = \left( M(c) \mu, i \right)_i \quad \text{(8.10)}
\]

\[
\mu = f' - \lambda c, ii \quad \text{(8.11)}
\]

This is accomplished by introducing the chemical potential \( \mu \), cf. equation (8.4), as an additional primary field variable. The corresponding weak form of the system is obtained by multiplying the equations (8.10) and (8.11) by test functions \( w \) and \( v \), respectively. Integration by parts and applying Gauss’ theorem eventually lead to

\[
\int_{\Omega} \frac{\partial \mathbf{c}}{\partial t} w \, dV + \int_{\Omega} M(c) \mu, i w, i \, dV = \int_{\partial \Omega} M(c) \mu, i n, i w \, dS \quad \text{(8.12)}
\]

\[
\int_{\Omega} \mu v \, dV - \int_{\Omega} f'(c) \, v \, dV - \int_{\Omega} \lambda c, i v, i \, dV = - \int_{\partial \Omega} \lambda c, i n, i v \, dS \quad \text{(8.13)}
\]

The right hand sides of equations (8.12) and (8.13) allow for the identification of the corresponding boundary conditions

\[
c = g_1 \quad \text{on} \quad \partial \Omega_{1g} \quad \mu = g_2 \quad \text{on} \quad \partial \Omega_{2g} \quad \text{and} \quad \partial \Omega_{1g} \cap \partial \Omega_{2g} = \varnothing. \quad \text{(8.14)}
\]

The parts of the boundary with essential or natural boundary conditions satisfy \( \partial \Omega_{1g} \cup \partial \Omega_{2g} = \partial \Omega \) and \( \partial \Omega_{1g} \cap \partial \Omega_{2g} = \varnothing \). Due to the presence of a time derivative which accounts for the temporal evolution of the concentration field an appropriate initial condition

\[
c(x_k, t = 0) = c_0(x_k) \quad \text{in} \quad \Omega \quad \text{(8.16)}
\]

is required. Initial values \( \mu(x_k, t = 0) \) of the potential that are consistent with \( c(x_k, t = 0) \) are computed from equation (8.11).

As exclusively homogeneous essential and natural as well as periodic boundary conditions are used in this work, the boundary integrals in equations (8.12) and (8.13) vanish and will therefore be omitted in the remainder. Inserting the approximations (8.9) into the weak form and taking into consideration the arbitrariness of the control point values of the test functions, yields the following non-linear system of equations for each element \( \Omega_e \):

\[
\mathbf{r}^e = \int_{\Omega_e} \mathbf{N}^T \mathbf{N} \dot{\mathbf{c}} \, dV + \int_{\Omega_e} \mathbf{B}^T M(c) \mathbf{B} \mu \, dV = \mathbf{0} \quad \text{(8.17)}
\]

\[
\mathbf{r}^\mu = \int_{\Omega_e} \mathbf{N}^T \mathbf{N} \mu \, dV - \int_{\Omega_e} \mathbf{N}^T f'(c) \, dV - \int_{\Omega_e} \mathbf{B}^T \lambda \mathbf{B} \mathbf{c} \, dV = \mathbf{0} \quad \text{(8.18)}
\]

Here, \( \mathbf{r}^e \) and \( \mathbf{r}^\mu \) represent the residuals, while \( \dot{\mathbf{c}} = \partial \mathbf{c} / \partial t \) replaces the partial derivative with
respect to time. Because the connection between $\dot{c}$ and $c$ is determined by the employed time integration scheme presented in section 8.2.2, equations (8.17) and (8.18) are often referred to as the semidiscrete weak form.

Following the same lines, the corresponding weak form for the direct discretisation is obtained from taking the weighted residual (test function $w$) of equation (8.7). Using integration by parts, the weak form

$$
\int_{\Omega} \left( \frac{\partial c}{\partial t} w + M(c)f'(c)w,i + M,c,kk c,kk w,i \right) \, dV = \ldots
$$

ensues. The boundary conditions

$$
c = g_1 \quad \text{on} \quad \partial\Omega_{g} \quad \quad \quad (f'(c) - \lambda c,kk)_{,i} w_{,i} = \mu_{,i} n_{,i} = h_1 \quad \text{on} \quad \partial\Omega_{h}
$$

(8.20)

$$
c_{,i} n_{,i} = g_2 \quad \text{on} \quad \partial\Omega_{2g} \quad \quad \quad c,jk = h_2 \quad \text{on} \quad \partial\Omega_{2h}
$$

(8.21)

can be identified from the boundary integrals forming the right hand side of the weak form (8.19). While the set of conditions found for $\partial\Omega_1$ match equation (8.14), a permutation of the essential $g_2$ and natural $h_2$ boundary conditions can be observed for $\partial\Omega_2$. However, the second set of boundary conditions is equivalent to (8.15) as the condition $c_{,kk} = h_2$ in combination with $g_1$ corresponds to a given value for the chemical potential $\mu$. The parts of the boundary with essential or natural boundary conditions satisfy $\partial\Omega_{ig} \cup \partial\Omega_{ih} = \partial\Omega$ and $\partial\Omega_{ig} \cap \partial\Omega_{ih} = \emptyset$.

Taking into account the special choice of homogeneous or periodic boundary conditions that lead to vanishing boundary integrals in equation (8.19), the semidiscrete form of the direct approach reads

$$
\mathbf{r} = \int_{\Omega_e} \mathbf{N}^T \mathbf{N} \dot{\mathbf{c}} \, dV + \int_{\Omega_e} \mathbf{B}^T M(c)f''(c)\mathbf{B} \mathbf{c} \, dV + \ldots
$$

$$
\ldots + \int_{\Omega_e} \mathbf{B}^T \lambda M'(c)\mathbf{B} \mathbf{c} \, dV + \int_{\Omega_e} \mathbf{B}^T \lambda M(c)\mathbf{B} \mathbf{c} \, dV = 0
$$

(8.22)

with $\mathbf{r}$ the residual vector.

### 8.2.2 Temporal Discretisation

For the temporal discretisation it is necessary to apply an efficient but accurate time integration algorithm. In order to achieve an optimal ratio of high- and low-frequency dissipation, Chung and Hulbert [38] introduced the generalised-$\alpha$ method. In case of linear, first-order differential equations in time having the form $\mathbf{r} (\mathbf{u}, \dot{\mathbf{u}}) = \mathbf{0}$, the method is given by the set of
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\begin{align*}
0 &= r\left(\mathbf{u}_{n+\alpha f}, \dot{\mathbf{u}}_{n+\alpha m}\right) \quad (8.23) \\
\mathbf{u}_{n+1} &= \mathbf{u}_n + \Delta t_n + \gamma \Delta t_n \left(\dot{\mathbf{u}}_{n+1} - \dot{\mathbf{u}}_n\right) \quad (8.24) \\
\mathbf{u}_{n+\alpha f} &= \mathbf{u}_n + \alpha_f \left(\mathbf{u}_{n+1} - \mathbf{u}_n\right) \quad (8.25) \\
\dot{\mathbf{u}}_{n+\alpha m} &= \dot{\mathbf{u}}_n + \alpha_m \left(\dot{\mathbf{u}}_{n+1} - \dot{\mathbf{u}}_n\right). \quad (8.26)
\end{align*}

Here, \(\Delta t_n = t_{n+1} - t_n\) represents the current time step size, while the constants \(\alpha_f, \alpha_m\) and \(\gamma\) are algorithmic parameters controlling numerical dissipation. For an unconditionally stable, second-order accurate time integration scheme, they can be expressed in terms of a single parameter \(\rho_\infty\) \cite{105}:

\begin{align*}
\alpha_f &= \frac{1}{1 + \rho_\infty}, \quad \alpha_m = \frac{3 - \rho_\infty}{2(1 + \rho_\infty)} \quad \text{and} \quad \gamma = \frac{1}{2} + \alpha_m - \alpha_f. \quad (8.27)
\end{align*}

A good performance of the algorithm can be achieved by setting \(\rho_\infty = 0.5\) \cite{80,105}. It is noted that for \(\alpha_f = \alpha_m = \gamma = 1\), the generalised-\(\alpha\) method contains the implicit Euler method as a special case.

The non-linear governing equation \(r\left(\mathbf{u}_{n+\alpha f}, \dot{\mathbf{u}}_{n+\alpha m}\right) = 0\) has to be linearised in order to solve for the field variable \(\mathbf{u}_{n+1}\) at time \(t_{n+1}\) starting from given values \(\mathbf{u}_n\) and \(\dot{\mathbf{u}}_n\) at time \(t_n\). Different from \cite{80,105}, the linearisation is taken with respect to \(\mathbf{u}_{n+1}\) which leads to the tangent stiffness matrix

\begin{align*}
\mathbf{K} &= \frac{\partial r\left(\mathbf{u}_{n+\alpha f}, \dot{\mathbf{u}}_{n+\alpha m}\right)}{\partial \mathbf{u}_{n+1}} = \alpha_f \frac{\partial r\left(\mathbf{u}_{n+\alpha f}, \dot{\mathbf{u}}_{n+\alpha m}\right)}{\partial \mathbf{u}_{n+\alpha f}} + \alpha_m \frac{\partial r\left(\mathbf{u}_{n+\alpha f}, \dot{\mathbf{u}}_{n+\alpha m}\right)}{\partial \dot{\mathbf{u}}_{n+\alpha m}}. \quad (8.28)
\end{align*}

The factors that precede the derivatives with respect to \(\mathbf{u}_{n+\alpha f}\) and \(\dot{\mathbf{u}}_{n+\alpha m}\) result from the relations (8.23)-(8.26).

Starting from an initialisation of the solution vector

\begin{align*}
\mathbf{u}_{n+1}^0 &= \mathbf{u}_n, \quad (8.29) \\
\dot{\mathbf{u}}_{n+1}^0 &= \frac{\gamma - 1}{\gamma} \dot{\mathbf{u}}_n, \quad (8.30)
\end{align*}

a Newton-Raphson algorithm based on the linearised system of equations

\begin{align*}
\mathbf{K}^{(i)} \Delta \mathbf{u}_{n+1}^{(i)} &= r^{(i)}\left(\mathbf{u}_{n+\alpha f}, \dot{\mathbf{u}}_{n+\alpha m}\right) \quad (8.31)
\end{align*}

is used to determine the update of the field variable \(\Delta \mathbf{u}_{n+1}^{(i)}\). Herein, the superscript \(i\) denotes the current iteration. After each iteration the field variables are updated

\begin{align*}
\mathbf{u}_{n+1}^{(i)} &= \mathbf{u}_{n+1}^{(i-1)} + \Delta \mathbf{u}_{n+1}^{(i)} \quad (8.32) \\
\dot{\mathbf{u}}_{n+1}^{(i)} &= \dot{\mathbf{u}}_{n+1}^{(i-1)} + \frac{1}{\gamma \Delta t_n} \Delta \mathbf{u}_{n+1}^{(i)} \quad (8.33)
\end{align*}

and convergence criteria related to the norms of the residual \(r\left(\mathbf{u}_{n+\alpha f}, \dot{\mathbf{u}}_{n+\alpha m}\right)\) and of the change in \(\mathbf{u}_{n+1}\) are checked.
As the processes involved in spinodal decomposition proceed at different time scales, an adaptive time stepping scheme has to be adopted for an efficient numerical solution. In this work, the algorithm proposed by Gómez et al. in [80] is employed. Since the generalised-\(\alpha\) (GA) method contains the backward Euler (BE) method as a special case, it is possible to produce second-order accurate results \(u_{n+1}^{GA}\) as well as first-order accurate results \(u_{n+1}^{BE}\) in order to estimate the local error from

\[
\varepsilon = \frac{\|u_{n+1}^{GA} - u_{n+1}^{BE}\|_{\infty}}{\|u_{n+1}^{GA}\|_{\infty}}. \tag{8.34}
\]

By setting an admissible tolerance \(\varepsilon^{adm}\) and a safety factor \(\theta\) with preferably \(\theta < 1\) [193], the new step size \(\Delta t_{n}^{new}\) can be computed from the current one \(\Delta t_{n}^{old}\) according to

\[
\Delta t_{n}^{new} = \left(\frac{\theta \varepsilon^{adm}}{\varepsilon}\right)^{\frac{1}{2}} \Delta t_{n}^{old}. \tag{8.35}
\]

This elementary error control allows to keep \(\varepsilon\) close to \(\varepsilon^{adm}\). If the estimated error of a computed solution exceeds the chosen tolerance, the current time step is rejected and recomputed with an adapted step size. In the present simulations, a tolerance \(\varepsilon^{adm} = 10^{-3}\) and a safety coefficient \(\theta = 0.85\) have been used.

### 8.3 Convergence Analysis

In this section the numerical properties of the presented finite element formulations will be compared in terms of a quantitative analysis of error levels and convergence rates for different approximations:

(i) **Mixed formulation**: first- and second-order Lagrangian polynomials, and second- to fourth-order B-splines,

(ii) **Direct discretisation**: second- to fourth-order B-splines.

As there is no analytical solution available, the technique of manufactured solutions [117, 232], is utilised. The general idea is to use an arbitrary function as analytic reference solution. Since this function will not fulfill the governing differential equations exactly, the resulting residual has to be added to the right hand side of the discrete system of equations. Due to the non-linearity of the problem, optimal convergence rates available for the linear case can only serve as an indicator. However, as there are no discontinuities and a smooth free energy functional is used, these rates should be recovered fairly well.

#### 8.3.1 Manufactured Solution Approach

Herein, a manufactured solution is employed that varies harmonically with respect to space and time. Taking \(\alpha, \beta,\) and \(\delta\) as constants, it is described by

\[
\hat{c}(x_k, t) = \cos (\alpha \pi x_1) \cos (\beta \pi x_2) \cos (\delta \pi t). \tag{8.36}
\]
8.3 Convergence Analysis

In order to handle concentrations $c \in [-1, 1]$ which are possible with the solution (8.36), the polynomial free energy function

$$f(c) = \frac{1}{4}(1 - c^2)^2 \quad (8.37)$$

is used instead of equation (8.8). Evaluating the Cahn-Hilliard equation (8.7) for the manufactured solution (8.36) and assuming a constant mobility yields

$$\frac{\partial \hat{c}}{\partial t} - M \left( f'(\hat{c}) - \lambda \hat{c},_{kk},i,i \right) = Q(x_k, t) \quad (8.38)$$

with the residual

$$Q(x_k, t) = -\cos(\alpha \pi x_1) \cos(\beta \pi x_2) \left\{ \delta \pi \sin(\delta \pi t) + M \pi^2 \cos(\delta \pi t) \right\} \cdots \left[ \alpha^2 + \beta^2 - \lambda \pi^2 (\alpha^2 + \beta^2)^2 + 3 \cos^2(\delta \pi t) \right] \cdots \left[ \alpha^2 \cos^2(\beta \pi x_2) \left( 2 \sin^2(\alpha \pi x_1) - \cos^2(\alpha \pi x_1) \right) + \cdots \right. \left. \cdots + \beta^2 \cos^2(\alpha \pi x_1) \left( 2 \sin^2(\beta \pi x_2) - \cos^2(\beta \pi x_2) \right) \right\}.$$ \(8.39\)

In the convergence studies carried out for the spatial and the temporal discretisation this residual $Q(x_k, t)$ represents an external body load which is completely defined in terms of the manufactured solution (8.36).

For the convergence analysis, a set of boundary conditions has to be defined. Analytical values $\hat{c}$ are prescribed on the boundary $\partial \Omega$. In isogeometric analysis, the non-interpolary nature of the basis functions does not allow to directly assign analytical values of the concentration or chemical potential to the control point values. Instead, a transformation procedure is employed to compute the control point values \[223\]. For the mixed form the zero flux boundary condition $c_{i,n_i} = 0$ which is compatible to $\hat{c}$ for $\alpha, \beta = 1, 2, \ldots n$ is utilised in addition to prescribing $\hat{c}$.

In the direct discretisation approach $c_{i,n_i} = 0$ is an essential condition which requires some consideration, i.e. it is not sufficient to prescribe control values at control points associated to the immediate boundary of the domain. Instead, two consecutive rows or columns of control points in the vicinity of the boundary have to be considered. Due to the geometric map $x_k(\xi_l)$ between the physical and parametric domain, the boundary $\partial \Omega$ of the physical domain is represented in terms of one varying parametric coordinate $\xi_{\partial \Omega}$ with the second coordinate being constant. Therefore, homogeneous conditions on the normal derivative of the concentration reduce to

$$\frac{dc}{d\xi_{\partial \Omega}}(\xi_{\partial \Omega}^{\partial \Omega}) = \frac{dc}{d\xi_{\partial \Omega}}(\xi_{n+p+1}^{\partial \Omega}) = 0 \quad (8.40)$$

For a univariate, open knot vector spline basis the relations

$$\frac{dc}{d\xi_{\partial \Omega}}(\xi_1^{\partial \Omega}) = (c_2 - c_1) \frac{dN_2(\xi_{\partial \Omega})}{d\xi_{\partial \Omega}}(\xi_1^{\partial \Omega}) = 0 \quad (8.41)$$

$$\frac{dc}{d\xi_{\partial \Omega}}(\xi_{n+p+1}^{\partial \Omega}) = (c_{n-1} - c_n) \frac{dN_{n+p+1}(\xi_{\partial \Omega})}{d\xi_{\partial \Omega}}(\xi_{n+p+1}^{\partial \Omega}) = 0 \quad (8.42)$$

hold. Hence, the homogeneous essential zero flux condition can be imposed by setting the
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Figure 8.2: Quantitative comparison between the mixed formulation and the direct discretisation of the Cahn-Hilliard equation for second-order (N2), third-order (N3), and fourth-order (N4) B-splines: (a) $L^2$ error of the concentration $c$, and (b) $L^2$ error of the chemical potential $\mu$ as function of the element size $h$. In case of the direct discretisation $\mu$ is computed from $\mu = f'(c) - \lambda c_{kk}$. Therefore, the error is governed by the $H^2$ error norm of the concentration field $c$.

control variables to $c_1 = c_2$ and $c_{n-1} = c_n$. It can be observed that due to the homogeneity of the boundary condition, there is no influence of the derivatives of the basis functions. This, however, does not hold for the case for periodic boundary conditions discussed in Section 8.4.

8.3.2 Convergence Analysis for the Spatial Discretisation

All results of this study have been obtained using the following set of parameters: $\lambda = 0.1 \text{ J m}^{-1}$, $M = 500 \text{ m}^3 \text{s kg}^{-1}$, $\alpha = \beta = 6$, and $\delta = \frac{2}{3}$. Five meshes of a unit square domain $\Omega$ with $2^n \times 2^n$ elements ($n = 3 \ldots 7$) have been considered. The focus is first put on a comparison of the performance of the mixed formulation and the direct discretisation of the Cahn-Hilliard equation. Results of isogeometric finite element analyses are shown in Fig. 8.2. The $L^2$ error of the concentration field in Fig. 8.2 (a) shows a monotonic convergence for both formulations. For the mixed formulation, convergence rates are obtained which are similar to the optimal value of $h^{p+1}$ valid for linear problems with $p$ the order of the approximation. The results of the direct discretisation approach match the mixed formulation in terms of error levels and convergence rates for the third-order and the fourth-order approximations. For the second-order shape functions a lower convergence rate is observed for the direct approach. This is in accordance with theoretical findings for higher-order differential operators, see the discussion in Section 8.3.3.

For the chemical potential $\mu$ in Fig. 8.2(b), the two formulations are fundamentally different. The mixed approach uses the same order of approximation for $c$ and $\mu$ and, hence, provides the same accuracy and convergence behaviour for both variables. For the direct discretisation, the chemical potential $\mu = f'(c) - \lambda c_{kk}$ is computed from the primary field variable which involves second-order derivatives. The error of the chemical potential is therefore governed by the $H^2$ error norm of the concentration field $c$, for which an optimal convergence rate of $p - 1$ is expected in the linear case. It is almost identically recovered by the numerical convergence study of Fig. 8.2(b).

In Fig. 8.3 the same information is plotted as a function of the total number of degrees of freedom. It illustrates the fact that the direct discretisation requires less degrees of freedom.
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Figure 8.3: Quantitative comparison between the mixed formulation and the direct discretisation of the Cahn-Hilliard equation for second-order (N2), third-order (N3), and fourth-order (N4) B-splines as function of the total number of degrees of freedom (DOF): (a) $L^2$ error norm of the concentration $c$, and (b) $L^2$ error norm of the chemical potential $\mu$.

Figure 8.4: Quantitative comparison of the error $||c||_{L^2}$ between the mixed formulation discretised by quadratic Lagrangian polynomials (L2) and B-splines (N2). In addition, cubic B-splines (N3) and quartic B-splines (N4) are plotted: (a) $L^2$ error with respect to element size $h$, and (b) with respect to the total number of degrees of freedom (DOF).

to obtain a given level of accuracy. Indeed, it involves only half the number of degrees of freedom compared to the mixed formulation to achieve the same accuracy of the concentration field $c$, see Fig. 8.3(a). The less accurate approximations of the chemical potential illustrated in Fig. 8.3(b) are of minor importance.

Although the main motivation to apply isogeometric analysis in this case is the requirement of $C^1$-continuous approximations, it is also competitive when used in the mixed formulation. Fig. 8.4 demonstrates that spline basis functions are more efficient than Lagrangian polynomials considering the total number of degrees of freedom. Moreover, the $L^2$ error converges at similar rates for both variants.

8.3.3 Convergence Analysis for Higher-Order Linear Partial Differential Equations

The preceding convergence study of the non-linear Cahn-Hilliard equation revealed a peculiar convergence behaviour for quadratic splines in the $L^2$ error norm, i.e. an order of convergence of approximately $p$ rather than the expected value of $p+1$. In fact, an a priori error estimate for linear, second-order and higher-order partial differential equations can be
Figure 8.5: Simply supported circular Kirchhoff plate of radius $a$, thickness $t$ and linear elastic material behaviour $E$, $\nu$ loaded by a constant pressure $p$: (a) problem definition, and (b) single patch isogeometric mesh in the physical domain.

derived using the Aubin-Nitsche argument \[203, 205\]

$$\| u - u_h \|_{H^r} \leq C_\sigma h^{\beta} \| u \|_{H^r}$$

with $u_h$ the approximate solution of the primary field variable $u$. It turns out that the optimal order of convergence

$$\beta = \min\{\delta - \sigma, 2(\delta - m)\} \quad \text{with} \quad \delta = \min\{p + 1, r\}$$

(8.44)

depends not only on the order of approximation $p$, and on the error norm $H^r$, but also on the order of the partial differential equation, $2m$. For a linear fourth-order differential equation ($m = 2$) and the infinitely continuous reference solution $r = \infty$, cf. equation (8.36), the optimal orders of convergence are

$$\| u - u_h \|_{H^2_{\text{ref}}} \leq C_0 h^{\min\{p+1, 2(p-1)\}} \| u \|_{H^2_{\text{ref}}},$$

(8.45)

$$\| u - u_h \|_{H^1} \leq C_1 h^{\min\{p, 2(p-1)\}} \| u \|_{H^1},$$

(8.46)

$$\| u - u_h \|_{H^2} \leq C_2 h^{\min\{p-1, 2(p-1)\}} \| u \|_{H^2}.$$  

(8.47)

For $p = 2$ these equations show that the error in the $L^2$ and $H^1$-norms actually converges with the same order of $\beta = 2$, which is in good agreement with the results of the preceding study.

In order to demonstrate that the results of equations (8.45)-(8.47) can be recovered exactly for linear partial differential equations, an additional convergence study has been carried out for the linear fourth-order problem of a simply supported circular Kirchhoff plate according to Fig. 8.5. It is noted that this example involves a singular geometric map, see Figure 8.5 (b). The isotropic plate of radius $a$, thickness $t$, and stiffness $K = \frac{E t^3}{12(1-\nu^2)}$, with $E$ Young’s modulus and $\nu$ Poisson’s ratio, is loaded by a constant pressure $p$, see Fig. 8.5 (a). The static problem is governed by

$$K w_{,kkll} - p = 0.$$  

(8.48)

The rotationally symmetric analytical reference solution

$$w(r) = \frac{p a^4}{64K (1+\nu)} \left( \frac{5 + \nu}{1+\nu} - \frac{p a^2}{32K (1+\nu)} r^2 + \frac{p}{64K} r^4 \right)$$

(8.49)

for the subsequent convergence study is a function of the radius $r = 0 \ldots a$. The corresponding numerical solution is given in Fig. 8.6 (a).
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Figure 8.6: Quantitative convergence analysis for a circular Kirchhoff plate for second-order (N2), third-order (N3), and fourth-order (N4) NURBS: (a) Shape of the deformed plate with maximum deflection $w_{\text{max}} = 2.07$ mm obtained for $E = 2.1 \times 10^5$ MPa, $\nu = 0.3$, $a = 250$ mm, $t = 10$ mm, $p = 0.16$ MPa, (b) $L^2$ norm, (c) $H^1$ norm, and (d) $H^2$ norm for the error in the deflection $w$.

The $h$-refinement analysis considers $2^n \times 2^n$ elements, with $n = 1, 2, \ldots, 8$, and NURBS approximations of the orders two, three, and four. The error for the deflection is given in Fig. 8.6 in terms of the $L^2$, $H^1$, and $H^2$ norms and is in agreement with the analytical findings. A similar behaviour has been found in qualitative convergence studies for plates and shells in [119, 120]. It is noted that no negative effect of the singular geometry map on the convergence behaviour could be observed.

8.3.4 Convergence Analysis for the Temporal Discretisation

The application of higher-order time integration schemes is essential for an efficient simulation of the structural evolution described by the Cahn-Hilliard equation. Jansen et al. [105] have proved that the generalised-$\alpha$ method provides second-order accuracy in time for linear problems. With regard to the adaptive time stepping scheme presented in Section 8.2.2, it is important that this also holds for non-linear problems. For this reason, a convergence analysis has been performed for the temporal discretisation. In order to avoid interference with the spatial discretisation error, the parameters of the manufactured solution have been chosen as $\alpha = \beta = 1$ and $\delta = \frac{2}{3}$ while the unit square domain is discretised by $128 \times 128$ elements using cubic B-splines ($p = 3$). The mobility and the interface parameters are set to $M = 1$ m$^3$ s$^{-1}$ kg$^{-1}$ and $\lambda = 0.1$ J m$^{-1}$, respectively. Considering a total time of $t = 0.5$ s, equation (8.38) is solved five times in $2^n$ time steps ($n = 0 \ldots 4$). The convergence behaviour of different temporal discretisations is shown in Fig. 8.7.
Figure 8.7: Quantitative comparison of time integration via the backward Euler (BA) and the 
generalised-\( \alpha \) method (GA): (a) plot of the adapted manufactured solution according to 
equation (8.36) with parameters \( \alpha = \beta = 1 \), and \( \delta = \frac{2}{3} \) to avoid the influence of the 
spatial discretisation error, and (b) convergence of the \( L^2 \) error norm of the concentration 
field \( c \) with respect to the time increment \( \Delta t \).

the generalised-\( \alpha \) method are complemented by those for the implicit Euler method. For 
both methods, the convergence rates match the optimal value \( \Delta t^p \), as can be observed for the 
\( L^2 \) error norm of the concentration \( c \). As a result, the accuracy obtained by the generalised-
\( \alpha \) method is significantly higher for reasonable sizes of the time step. Therefore, the error 
control according to equation (8.35) should be effective.

8.4 Simulation of Structural Evolution Processes

In the following examples the predictions of the mixed formulation and the direct discreti-
sation will be compared for the spinodal decomposition of a binary system. As the different 
stages of the structural evolution can be identified by the free energy and its individual parts, 
special attention is paid to them. Starting from an initial concentration distribution in which 
small perturbations promote the evolution of the system, each problem is considered until 
a steady state is reached. The course of the decomposition is influenced by the initial con-
centration distribution. Considering the averaged concentration in a small region \( \bar{c} \), different 
morphologies can occur [80, 227]. While \( \bar{c} = 0.5 \) leads to deeply interconnected phases, 
values of \( \bar{c} \neq 0.5 \) favor one phase and result in nucleation phenomena. Moreover, the choice 
of a degenerate mobility

\[
M(c) = Dc(1-c)
\]

with a positive constant \( D \) has a significant influence on the coarsening behaviour of the 
system, as it prevents the evolution of pure phases. In the simulation, the domain of interest 
has been taken as \( 1 \, \text{m} \times 1 \, \text{m} \) and is discretised into \( 128 \times 128 \) elements with a cubic B-spline 
basis (\( p = 3 \)). Considering a free energy according to equation (8.8), the following set of 
parameters is assumed: \( A = 3000 \, \text{J}, \, B = 3, \, D = 1 \, \text{m}^3 \, \text{s} \, \text{kg}^{-1}, \, \lambda = 1 \, \text{J} \, \text{m}^{-1} \).

Depending on the discretisation, the imposition of periodic boundary conditions intended 
for the subsequent simulation requires some consideration. In the mixed formulation, the 
periodicity of the two primary field variables \( c \) and \( \mu \) can be imposed by constraining their 
control values at opposite edges of the boundary, i.e., by setting \( c_1 = c_n \) and \( \mu_1 = \mu_n \). 
For the direct discretisation periodicity has to be ensured for the concentration \( c \) and its 
normal derivative \( c_n \). The direct imposition of these conditions is achieved by setting
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Figure 8.8: Generation of a periodic spline basis via periodic Bézier extraction according to [132]: (a) original spline basis \( p = 2 \), (b) modified periodic spline basis, and (c) representation of the B-spline curve of Fig. 6.1 in terms of the original (thin solid blue line) as well as periodic spline basis (coloured thick solid lines). For the considered polynomial order \( p = 2 \), the positions of original \( P^{(o)} \) and periodic control points \( P^{\text{per}}(\diamond) \) are different only for the first and last control points.

\[ c_I^{\text{per}} = c_{n-p+I}^{\text{per}} \text{ for } I = 1 \ldots p \text{ and the periodic basis functions} \]

\[ N^{\text{per}}(\xi) = T^{\text{per}} N(\xi) = T^{\text{per}} M(\xi) = C^{\text{per}} M(\xi) \tag{8.51} \]

with the periodic transformation matrix \( T^{\text{per}} \) and the periodic Bézier extraction operator \( C^{\text{per}} \), cf. Fig. 8.8. As the basis transformation should not affect the geometry representation

\[ x(\xi) = P^T N(\xi) = P^{\text{per}T} N^{\text{per}}(\xi), \tag{8.52} \]

a new set of control point coordinates

\[ P^{\text{per}} = T^{-T} P \tag{8.53} \]

for the periodic basis has to be computed. Fig. 8.8 (c) exemplarily shows the representation of the B-spline curve introduced in Fig. 6.1 in terms of the new periodic basis of order \( p = 2 \). Different colors indicate the contributions of the various Bézier elements.

8.4.1 Random Concentration Distribution

Firstly, an initially stochastic concentration distribution \( c = \tilde{c} + r \) is considered with mean value \( \tilde{c} = 0.63 \) and standard deviation \( r = 0.005 \). Since \( \tilde{c} \) is a constant, the characteristics of
Figure 8.9: Spinodal decomposition from a random concentration distribution with $\tilde{c} = 0.63$: temporal evolution of an initially stochastic concentration distribution into phases of different composition.

The evolution will be the same, locally and globally. In view of the above considerations and taking into account that periodic boundary conditions are applied, it is anticipated that in the steady state only one circular inclusion remains.

Figure 8.9 shows the progress of the structural evolution. From its initial concentration distribution the system separates into two phases whose composition is determined by the minima of the bulk free energy (8.8) which are called binodal points. This process is very fast and leads to a considerable reduction of the bulk free energy as can be seen in Figure 8.10(a), which presents the temporal evolution of $F$ and its individual parts $F_{\text{bulk}}$ and $F_{\text{int}}$. The figure also shows that the formation of interfacial regions is accompanied by an increase of the gradient energy – the instant of time where $F_{\text{int}}$ reaches its maximum value therefore marks the end of the decomposition. Subsequently, the evolution is dominated by coarsening which takes place over several orders of magnitude of time. In this process, the inclusions interact locally in order to minimise the gradient energy by reducing the number while increasing their characteristic length. Each decline of $F_{\text{int}}$ in Figure 8.10(a) is related to such an interaction. The circular shape of the single inclusion that results is an outcome of the minimisation procedure.

Figure 8.10(a) reveals that the total free energy decreases monotonically during the structural evolution. This is a basic property of the Cahn-Hilliard model, because $F$, characterised by equation (8.3), is a Lyapunov functional. Moreover, conservation of mass is used to derive the Cahn-Hilliard equation. As a consequence, the average concentration $\tilde{c}$ calculated by numerical integration should remain constant throughout the simulation. In compliance with this requirement, the variation in the temporal evolution of $\tilde{c}$ in Fig. 8.10(a) is not noticeable. Essentially the same characteristics of $F$ and $\tilde{c}$ are found for the mixed formulation and the direct discretisation.
8.4 Simulation of Structural Evolution Processes

An important feature of the simulation is the adaptive time stepping scheme. According to Fig. 8.10(b) the step size $\Delta t$ ranges from $\Delta t = 5 \times 10^{-8}$ s to $\Delta t = 5 \times 10^{-2}$ s. This can only be achieved if the time step increases when the evolution shows low activity and decreases in case of larger structural changes. For this reason, every major decrease in the size of $\Delta t$ corresponds to a variation of the system's structure. This is particularly obvious when comparing Figures 8.9(c) – 8.9(e) to Fig. 8.10(b). A total of 2042 time steps were needed to complete the simulation. On top of that 253 steps, which is fewer than 12%, have been rejected in order to keep the estimated error close to the chosen tolerance $\varepsilon_{adm}$. With an average of 4 Newton iterations per time step the computational effort is significantly lower than in an approach with constant step size while the results are comparable to those presented in [80, 227] for a second-order accurate time integration.

8.4.2 Linear Concentration Distribution

The purpose of the second example is to show the evolution of different morphologies as a function of the local average concentration $\bar{c}$. Therefore, an initial distribution $c = \bar{c} + r$ is considered, with $-0.005 \leq r \leq 0.005$, which represents a random perturbation to promote the evolution of the system. Herein, $\bar{c} = x_1$, $0 \leq x_1 \leq 1$, is a concentration which varies linearly in the $x_1$-direction. For this reason, regions with different characteristics of the evolution should develop that can be distinguished clearly [81]. As the average of the concentration is $\bar{c} = 0.5$ and homogeneous Neumann boundary conditions are applied, the steady state of the system is expected to consist of two phases of an equilibrium composition, separated by a straight interface at $x_1 = 0.5$ m.

The progress of the evolution is depicted in Fig. 8.11 for six representative times. Again, the period of time needed for the separation process is very short. In contrast to the first example, the separation process emanates from regions where $\bar{c} \approx 0.5$, because the degenerate mobility (8.50) reaches its maximum value at this concentration. Hence, an interconnected pattern evolves around $x_1 = 0.5$ m, while nucleation of one phase into the other is the dominant mechanism if the local average concentration differs considerably from $\bar{c} = 0.5$. Since the mobility decreases with an increasing level of decomposition, the structural evolution at the boundaries with $x_1 = 0$ m and $x_1 = 1$ m hardly exists.
Figure 8.11: Spinodal decomposition from a linear, randomly perturbed concentration distribution with $\tilde{c} = 0.5$: temporal evolution of the initial concentration field into two phases separated by a straight interface.

Similar to the example presented in Section 8.4.1, the formation of interfacial areas leads to an increase of the gradient energy $F_{\text{int}}$, Fig. 8.12. The minimisation of $F_{\text{int}}$ via coarsening prevails at the later stages of the evolution. While the bands forming the interconnected pattern broaden, the characteristic length of the interacting inclusions increases. Once again, every decrease in the free energy corresponds to a significant change of the structure of the system which is evident when comparing Figures 8.11(c) – 8.11(e) to the temporal evolution of $F$ depicted in Fig. 8.12. Eventually, the shape of the remaining interface is optimised – the curved transition zone located at $x_1 = 0.5$ m develops into a straight line. In compliance with the theoretical aspect of $F$ being a Lyapunov functional, the total free energy decreases monotonically. Furthermore, the average of the concentration $\tilde{c}$ shows no variation during the entire simulation, which implies that the finite element model of the Cahn-Hilliard equation fulfills the basic requirements. A comparison of the times needed by the system to reach a steady state reveals another influence of the initial condition. Different from the example shown in Section 8.4.1, the structural evolution advances much faster which is mainly caused by a smaller region of activity in the current example. The phenomenon is also in agreement with the findings in [80] where the coarsening process for deeply interconnected phases is shown to be much smoother than for droplet-type morphologies.

8.5 Conclusion

In this chapter a detailed convergence analysis of the Cahn-Hilliard phase-field model has been presented. Two different discretisations of the model have been analysed within the framework of isogeometric analysis. Due to the lack of an analytic reference solution, the
method of manufactured solutions has been adopted. With respect to the spatial discretisation, convergence rates are obtained that match analytical error estimates available for linear problems. Irrespective of the problem, the direct discretisations of higher-order partial differential equations provide superior efficiency compared to mixed formulations. However, optimal convergence rates are only obtained if approximations of sufficient order are utilised. Further investigations on the convergence behaviour of the generalised-\( \alpha \) method justify the application of an adaptive time stepping scheme based on elementary error control. Two numerical examples of spinodal decomposition have been used to compare the physical predictions of the mixed formulation and direct discretisation approach and to validate the latter.
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As it was shown in the preceding chapter, the phase-field method provides a convenient way to model structural evolution processes because interfaces are represented fully implicitly in terms of an order parameter field. The accurate approximation of these field variables however requires highly refined meshes. If fixed grids are used, practical applications will cause tremendous numerical costs which limits the applicability of the approach. Therefore, local adaptive mesh refinement and coarsening procedures are required to improve the numerical efficiency of finite element discretisations of phase-field models.

Isogeometric analysis seems to be an ideal discretisation technique to be combined with adaptivity features as already the coarsest mesh provides an exact geometry representation which is preserved during refinement. Consequently, tedious interaction with an underlying geometry model is avoided. However, if B-splines or NURBS are considered as a basis, their tensor product nature will prohibit a purely local refinement within a single NURBS patch. Local refinement with these bases would require the subdivision of the analysis domain into several patches which can then be refined uniformly [41,109]. In addition, the continuity across patches will only be $C^0$ which is not sufficient for the direct discretisation of higher-order differential equations as the Cahn-Hilliard model presented in the previous chapter.

Three major approaches to overcome the restrictive tensor product structure have been developed:

(i) $T$-splines introduced by Sederberg [187,188] result from the insertion of extra vertices into the tensor product mesh. This produces so called T-junctions which are comparable to hanging nodes in the standard FEM. T-splines were firstly used to represent complex and watertight geometries. Bazilevs et al. [5] introduced T-splines into isogeometric analysis. Recent contributions have focussed on analysis suitable T-splines which ensure the linear independence of the basis [129,137,186]. Local refinement based on T-splines is presented in [54,183].

(ii) Locally refined (LR) B-splines have been presented by Dokken et al. [55]. They are in some way dual to T-splines, i.e. tensor product B-splines are locally refined by the insertion of knot line segments instead of extra vertices. The properties of LR-B-splines have been analysed by Bressan [22] and first applications to adaptive isogeometric analysis can be found in [108].

(iii) Hierarchical splines use basis functions defined by knot vectors of different levels of nested meshes that result from successive uniform $h$-refinement. They were introduced by Forsey and Bartels [68] already in 1988. With the recent works of Vuong et al. [220,221], Schillinger [176], Gianelli et al. [79], and Scott et al. [185] hierarchical B-splines have been further developed to meet the requirements of isogeometric analysis. Recent applications are presented in [177,178].
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Figure 9.1: Two approaches to local mesh refinement in IGA: (a) initial mesh with an internal layer/discontinuity, (b) local mesh refinement using hierarchical splines, and (c) T-splines.

In particular T-splines and hierarchical B-splines have been utilised to facilitate adaptive isogeometric analysis. Local mesh refinement with both approaches is illustrated in Fig. 9.1 for the benchmark case of a sharp internal layer. Since ensuring linear independence imposes restrictions on the T-spline mesh, the refinement will not be as local as with hierarchical splines, cf. Fig. 9.1. Despite their deficit regarding locality, local refinement of T-splines is essential for complex engineering geometries which cannot be represented conveniently by B-splines or NURBS. The hierarchical approach to refinement has been generalised to T-splines by Evans et al. [64] which provides a highly localised refinement strategy for complex geometries.

In this chapter adaptive local refinement will be applied to the isogeometric analysis of phase-field models. As a consequence of the typically used simple unit square domains, hierarchical refinement strategies are employed in conjunction with B-splines. Firstly, a local refinement procedure based on hierarchical B-splines will be outlined in Section 9.1. This introduction exploits the one-dimensional case to present the construction of a hierarchical basis and to illustrate modifications which are useful for analysis. For the selection of active basis functions an element based approach similar to [185] is applied. Section 9.2 presents a new way to assemble the hierarchical system of equations based on Bézier extraction. It will be shown that this novel procedure produces the truncated hierarchical basis [79] without the need to explicitly compute the hierarchical basis. Eventually, the numerical properties of the approach will be analysed. In Section 9.3 adaptive local refinement and coarsening based on hierarchical splines will be used for the isogeometric analysis of the Cahn-Hilliard phase-field model introduced in Chapter 8.

9.1 Univariate Hierarchical B-Splines

In this section the foundations of local refinement and coarsening using hierarchical splines are outlined. In contrast to many works a finite element viewpoint is used as it allows for the straightforward identification of active elements and the associated basis functions. Furthermore, it is easily combined with Bézier extraction. Without loss of generality only B-splines are considered. The hierarchical basis consists of splines of only one polynomial degree and strong conditions on the boundaries of different hierarchy levels are assumed [221], i.e. elements of two consecutive levels are not allowed to overlap.
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Figure 9.2: Multi-level univariate B-spline basis defined by multi-level nested knot vectors, \( n = 3, p = 2 \), knots are indicated by the symbol \( \times \).

9.1.1 Multi-Level Basis and Multi-Level Mesh

As a simple univariate example consider a unit domain \( \Omega : x \in [0, 1] \). A hierarchy of \( n \) knot vectors \( \Xi^\ell, \ell = 0 \ldots n - 1 \) is created by successive uniform \( h \)-refinement within the domain \( \Omega \) starting from the knot vector \( \Xi^0 \) of the coarsest mesh (\( \ell = 0 \)). The resulting knot vectors are nested, i.e. \( \Xi^\ell \subset \Xi^{\ell+1} \), and each knot vector \( \Xi^\ell \) defines a set of B-spline basis functions \( N^\ell = \{ N^{\ell}_{I,p} \}_{I=1}^n \) of degree \( p \). The approximation spaces \( \mathcal{N}^\ell \) of each level are spanned by the vectors of basis functions \( N^\ell \). The \( h \)-refinement is accomplished via uniform knot insertion and results in a new spline space \( \mathcal{N}^{\ell+1} \) with more B-splines and therefore more flexibility than the original spline space. It contains the original spline space as a subspace, i.e. \( \mathcal{N}^{\ell} \subset \mathcal{N}^{\ell+1} \). Therefore, any spline in the original space can also be represented in terms of the B-splines in the refined space. An example three-level basis is illustrated in Fig. 9.2 for the case \( p = 2 \).

The basis functions of two consecutive levels are related by

\[
N^\ell = M^{\ell,\ell+1} N^{\ell+1}
\]

with \( M \) the subdivision, knot insertion or refinement operator [133]. From the two-scale relation (9.1) it can be seen that the coarse basis (level \( \ell \)) can be fully expressed as a linear combination of basis functions of the finer level \( \ell + 1 \). The individual entries of the refinement
operator are the coefficients of this linear combination and can be computed from recursion
formulæ. A corresponding algorithm developed by Casciola and Romani [32] for open,
non-uniform knot vectors with repeated knots is used in this work. Refinement operators for
two non-consecutive levels are obtained according to

\[ N^J_I = M^{I,J} N^J_J = \prod_{\ell=I}^{J-1} M^{\ell,\ell+1} N^{\ell+1}_J. \] (9.2)

The relations between basis functions translate directly into transformation rules for control
point values \( P \) if the same curve \( x \) is to be represented in terms of a refined basis

\[ x = (P^\ell)^T M^{\ell,\ell+1} N^{\ell+1} \] (9.3)

\[ P^{\ell+1} = (M^{\ell,\ell+1})^T P^\ell. \] (9.4)

In addition to the basis functions, the nested knot vectors define a multi-level element struc-
ture. According to the framework of Bézier extraction, cf. Section 6.1.2, a number of \( n^\ell \)
elements \( \Omega_{I}^{\ell} \) are defined by non-zero intervals of the knot vectors on the individual hierar-
chy level \( \ell \). The union of elements on each level covers the analysis domain \( \Omega = \bigcup_{\ell=1}^{n^\ell} \Omega_{I}^{\ell} \). Assuming that two consecutive levels result from a uniform refinement splitting each coarse
knot interval into two fine scale intervals, a hierarchy of nested elements is obtained. In this
tree-like element structure each parent element on level \( \ell \) possesses two children on level
\( \ell + 1 \) in the one-dimensional case. Every element on level \( \ell \) is associated to \( p + 1 \) basis
functions in \( N^{I}_I \) which will facilitate an element-based refinement procedure outlined later in
this section.

9.1.2 Hierarchical Basis – Selection of Active Basis Functions and Elements

In the hierarchical approach to local refinement, basis functions from the vector \( N^{I}_I \) of differ-
ent levels \( \ell \) are combined into the vector of hierarchical basis functions \( N_{h} \) which spans the
hierarchical basis space \( H \). However, building the hierarchical basis cannot be accomplished
by simply adding basis functions from finer hierarchy levels to the coarse scale basis. This
would result in the loss of linear independence because coarse level basis functions are linear
combinations of the fine-scale functions according to equation (9.1). Therefore, coarse level
basis functions have to be removed from the approximation space. To facilitate the imple-
mentation of hierarchical splines into the existing framework which uses Bézier extraction,
an element-based approach to the proper selection of active basis functions will be outlined
in the following. In this way, typical FE procedures for evaluating error measures and marking
elements for refinement or coarsening, respectively, can be seamlessly transferred to the
framework of isogeometric analysis.

The element-based selection of active basis functions for the hierarchical approximation uses
two essential definitions which are examplarily illustrated in Fig. 9.3 which results from the
three-level basis of Fig. 9.2 by the following procedure:

(i) Active elements: By some criterion elements of different hierarchy levels have to be
chosen to discretise the analysis domain. The elements of this set are called active
elements. As it can be seen in Fig. 9.3 (a) where active elements are marked in green,
the union of these elements fully covers the domain \( \Omega \) without any overlap. The active
elements represent the finest possible hierarchy level at a considered position in the mesh. They are therefore the leaves of the tree-like element structure and also referred to as leaf elements [185].

(ii) Active basis functions $A^\ell_l$ of level $\ell$: Each of the active elements is associated to a number of $p + 1$ basis functions. On each level $\ell$ these functions form a set $A^\ell_l$ plotted in colour in Fig. 9.3 (a). However, to ensure a linearly independent basis not all of these functions can contribute to the hierarchical approximation, i.e. attention has to be paid to basis functions whose support overlaps with the domains of active elements on higher or lower hierarchy levels. In this context, the definition of two subsets is convenient:

a) *Basis functions below active elements* $A^\ell_{ba}$: To ensure a linearly independent hierarchical approximation, basis functions in $A^\ell_{a+1}$ that have support below an active element of level $\ell$ cannot contribute to the hierarchical basis. Functions belonging to these sets $A^\ell_{ba}$ are plotted by dotted coloured lines in Fig. 9.3 (a). The subscript $ba$ indicates below active elements.

b) *Basis functions above active elements* $A^\ell_{aa}$: In a similar fashion the support of basis functions in $A^\ell_a$ will intersect the domains of active elements on level $\ell + 1$. They form the set $A^\ell_{aa}$ and contribute actively to the hierarchical approximation. Corresponding functions are indicated in Fig. 9.3 (a) by dashed coloured lines.

A linearly independent, i.e. analysis suitable, hierarchical basis $H$ is therefore defined by

$$A^\ell = A^\ell_{ba} \setminus A^\ell_a .$$

It is depicted in Fig. 9.3 (b). As this basis does not possess the partition of unity property, Giannelli et al. [79] propose the scaling and truncation of basis functions in the set $A^\ell_{aa}$ which results in the truncated hierarchical basis, Fig. 9.3 (c).

### 9.2 Implementation of Truncated Hierarchical B-Splines using Bézier Extraction

In the preceding section, procedures for selecting the elements and basis functions which contribute to the hierarchical approximation have been introduced. In the following, an implementation of the truncated hierarchical B-spline basis will be outlined which does not require to carry out the truncation and scaling operations explicitly. Instead, the basis is obtained from Bézier extraction performed for the multi-level basis, i.e. for all active elements or functions in the sets $A^\ell_a$, respectively. The required scaling and truncation are accomplished in terms of a hierarchical subdivision operator. This procedure consists of three steps:

(i) At first the element matrices of all active elements are computed without considering information on whether the basis function contributes to the hierarchical basis or not. This ensures the applicability of standard Bézier extraction.

(ii) Once element matrices for all active elements of one level $\ell$ have been obtained, they are assembled to form sub-systems for each hierarchy level.

Remark: Although the hierarchical basis in Fig. 9.3 (b) does not form a partition of unity it is able to represent constant fields and is therefore a valid basis as explained in [185].
Figure 9.3: Hierarchical approximation ($n = 3$ levels of hierarchy) and different sets of basis functions: (a) $A_\ell^a$ – basis functions belonging to active elements (all colored lines), $A_{ba}^\ell$ – basis functions below active elements (dotted lines), and $A_{aa}^\ell$ – basis functions supported by inactive elements (dashed lines), (b) the basis functions of the hierarchical basis $\mathcal{H}$, and (c) the truncated hierarchical basis $\mathcal{H}_\text{trunc}$ which results from the scaling and truncation of basis functions in the sets $A_{aa}^\ell$. 
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(iii) Finally, these sub-systems are combined to form the global system of equations. This process is accomplished by a transformation matrix $M_h$ which can be identified as a hierarchical subdivision operator, i.e. simple matrix multiplication ensures that only basis functions in $H$ contribute to the approximation.

### 9.2.1 Assembly of Global System of Equations

The operations carried out in steps (i) and (ii) are standard procedures in isogeometric analysis. Using Bézier extraction outlined in Section 6.1.2 the B-spline basis is mapped onto a unique set of Bernstein polynomials which act as shape functions of the Bézier elements. Then numerical quadrature is applied to obtain the coefficient matrices of all active elements. The matrices of active elements of each hierarchy level $\ell$ are assembled into sub-systems of equations

$$K^\ell u^\ell = F^\ell$$

with $u^\ell$ and $F^\ell$ column vectors containing the control values of generalised degrees of freedom and the associated generalised forces. Their length is $n^\ell \cdot n_{DOF}$ where $n^\ell$ is the total number of basis functions or control points on level $\ell$, and $n_{DOF}$ is the degree of freedom at each control point. Consequently, $K^\ell$ is a square matrix of size $[n^\ell \cdot n_{DOF} \times n^\ell \cdot n_{DOF}]$. The sub-systems of the individual levels $\ell$ can be arranged into a system of multi-level equations

$$\begin{bmatrix}
K_0 & 0 & \cdots & 0 \\
0 & K_1 & & \cdots \\
\vdots & & \ddots & \\
0 & \cdots & & K_{n-1}
\end{bmatrix}
\begin{bmatrix}
u_0 \\
u_1 \\
\vdots \\
u_{n-1}
\end{bmatrix}
= 
\begin{bmatrix}
F_0 \\
F_1 \\
\vdots \\
F_{n-1}
\end{bmatrix}.$$ (9.7)

In the multi-level system of equations (9.7) individual levels are not linked to each other. This interconnection will be introduced in the following by a hierarchical refinement operator $M_h$. It acts as a transformation matrix on the multi-level system

$$K_h = M_h K M_h^T$$

$$F_h = M_h F$$

which results in the hierarchical system of equations

$$K_h u_h = F_h.$$ (9.10)

The sparsity pattern of the refinement operator $M_h$ is shown in Fig. 9.4 (b) while the population of the resulting coefficient matrix $K_h$ is plotted in Fig. 9.4 (c). It is noted that in order to reduce memory requirements, efficient matrix libraries with adjusted indexing should be used to avoid zero rows and columns in the multi-level as well as the hierarchical system matrices and in the refinement operator. A more efficient, condensed matrix representation is illustrated in Fig. 9.4 (d). The matrix $K$ of the hierarchical basis according to Fig. 9.3 possesses the sparsity pattern illustrated in Fig. 9.4 (a). Empty spaces in the characteristic band structure result from inactive elements on each level.
Figure 9.4: Sparsity patterns of the coefficient matrices and the hierarchical refinement operator: (a) multi-level coefficient matrix $K$ with clear separation of the different levels $\ell$, (b) hierarchical refinement operator $M_h$ with entries on the diagonal resulting from the activity indicators $A^\ell$ and off-diagonal elements due to $M^{I,J}$, (c) hierarchical coefficient matrix $K_h$, and (d) rearranged hierarchical coefficient matrix $K_{sh}$.
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9.2.2 Hierarchical Refinement Operator and Equivalence to the Truncated Hierarchical Basis

As indicated by Fig. 9.4 (b), the hierarchical refinement operator \( M_h \) is an upper triangular structure matrix. Its elements are given by

\[
M_h = \begin{bmatrix}
A^0 & \tilde{M}^{0,1} & \tilde{M}^{0,2} & \cdots & \tilde{M}^{0,n-1} \\
\tilde{A}^1 & M^{1,2} & \cdots & \tilde{M}^{1,n-1} \\
\tilde{A}^2 & \cdots & M^{2,n-1} \\
& \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & A^{n-1}
\end{bmatrix}
\] (9.11)

It has to transfer the contributions from all active shape functions of the multi-level to the hierarchical system of equations. This is accomplished in terms of an activity indicator matrix for each level

\[
A_{(II)}^\ell = \begin{cases}
1 & \text{for } N_I^\ell \in A^\ell \\
0 & \text{else and } A_{IJ}^\ell = 0 \text{ for } I \neq J
\end{cases}
\] (9.12)

In addition, it can be observed that basis functions belonging to active elements but not to the hierarchical basis, i.e. the functions in the sets \( A_{ba}^\ell \), have been used during the integration of the coefficient matrices of hierarchy levels \( \ell > 1 \). The contribution of these basis functions on level \( \ell + 1 \) has to be mapped to active shape functions of level \( \ell \), i.e. those in the set \( A_{aa}^\ell \). The relation between these shape functions is given in terms of the refinement operator according to equation (9.1). Since these are the only transformations required, a modified refinement operator

\[
\tilde{M}_{I,J}^{\ell,\ell+1} = \begin{cases}
M_{I,J}^{\ell,\ell+1} & \text{for } N_I^\ell \in A_{aa}^\ell \land N_J^{\ell+1} \in A_{ba}^{\ell+1} \\
0 & \text{else}
\end{cases}
\] (9.13)

is used in \( M_h \).

Although the hierarchical basis is never computed explicitly in the present approach, it can be shown that the resulting approximation is identical to the truncated hierarchical basis [79, 92], cf. Fig. 9.3 (c). This basis varies from the hierarchical set of basis functions, Fig. 9.3 (b), in terms of the contribution of some active basis functions in the sets \( A_{aa}^\ell \), i.e. the functions plotted as dashed coloured lines in Fig. 9.3 (a). The correspondence of the present approach and the truncated basis in [79, 221] results from the procedure used to compute the coefficient matrices and from the mapping of contributions of basis functions in \( A_{ba}^{\ell+1} \) to those in \( A_{aa}^\ell \). In order to understand this effect, the basis functions \( N_3^0 \) and \( N_4^0 \) according to Fig. 9.3 (a) are to be considered as an illustrative example, Fig. 9.5

During the multi-level Bézier extraction, standard extraction operators are computed for each active element and numerical integration is carried out subsequently. This has two major implications:

(i) All basis functions supported in an active element will be considered during quadrature irrespectively of the fact if they are part of the hierarchical basis.

(ii) The contribution of basis functions on level \( \ell \) is limited to the domains of active ele-
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Figure 9.5: Relation of the hierarchical refinement operator to the truncated hierarchical B-spline basis of Gianelli et al. [79]: When the hierarchical system is built using the operator $M_h$, contributions of the active basis functions $N_{0}^0$ and $N_{0}^4$ are expressed in terms of $N_{1}^0$ and $N_{1}^1$. The limitation of their support to $\Omega_{e,1}^{0}$ and $\Omega_{e,1}^{1}$ results in the truncation and scaling of $N_{0}^4$ which is identical to the truncated hierarchical basis in [79]. Hence the hierarchical basis possesses the partition of unity property.

That is, the basis functions $N_{1}^0$ to $N_{4}^0$ fully add to the coefficient matrix $K_0$ during quadrature of the active elements $\Omega_{e,0}^{0}$ and $\Omega_{e,0}^{1}$. However, the remainder of the support of $N_{0}^0$ and $N_{0}^4$ on the coarsest level $\ell = 0$ is not considered during numerical integration as it is not covered by an active element. Instead, integration continues with the elements $\Omega_{e,1}^{0}$ and $\Omega_{e,1}^{1}$. In these two elements, the basis functions $N_{1}^0$ and $N_{1}^1$, which are not part of the hierarchical basis, contribute to the coefficient matrix $K_1$.

Eventually, the hierarchical refinement operator will account for the activity of the basis functions and recover the correct support of active basis functions. The matrix elements resulting from $N_{1}^0$ and $N_{1}^1$ are mapped onto those due to $N_{0}^0$ and $N_{0}^4$. In this way the contribution of the active basis functions $N_{3}^0$ and $N_{4}^0$ in the domains $\Omega_{e,1}^{0}$ and $\Omega_{e,1}^{1}$ is taken into account. As the support of $N_{1}^0$ and $N_{1}^1$ is limited to these two active elements on level $\ell = 1$, the support domain of $N_{1}^0$ is truncated which also results in a scaling of the basis function. The result is identical to the proposal in [79]. Therefore, the presented approach provides approximations that possess the partition of unity property. As a consequence, the control point polygon will be a convex hull to any B-spline curve represented in terms of the truncated basis.
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![Figure 9.6: Laplace problem on an L-shaped domain: (a) domain modelled by two patches (C⁰-continuous patch boundary indicated by dashed line) with boundary conditions, and (b) analytical solution.](image)

9.2.3 Convergence Analysis

In this section a numerical example is considered to analyse the numerical properties of the presented refinement approach. The results of the adaptive local refinement algorithm are compared with results obtained from globally refined NURBS and given analytical solutions that are commonly used as benchmarks in adaptive IGA [54, 221]. Below, the Laplace problem

\[ \Delta u = 0 \text{ in } \Omega, \quad \bar{u} = 0 \text{ on } \Gamma_D, \quad \frac{\partial \bar{u}}{\partial n} = g \text{ on } \Gamma_N, \quad (9.14) \]

is solved for the temperature \( u \) on a two-dimensional L-shaped domain \( \Omega \). The exact solution of the problem is given by

\[ \bar{u} = r^2 \sin \frac{2\phi - \pi}{3}. \quad (9.15) \]

On the Neumann boundary \( \Gamma_N \), the exact heat flux \( g = \partial \bar{u} / \partial n \) and on the Dirichlet boundary \( \Gamma_D \), homogeneous boundary conditions are applied. The definition of the boundary value problem is illustrated in Fig.9.6.

The domain is modelled by two NURBS patches resulting in a \( C^0 \)-continuous line, dashed in Fig.9.6. Note that the L-shaped geometry could also be modelled by a \( C^1 \)-continuous basis. But as already shown by Vuong [220], who used hierarchical B-splines to adaptively refine the mesh, the continuity of the approximation does not influence the convergence rates, neither for uniform nor for local refinement if the marking criterion is adjusted accordingly. Only an offset between the convergence curves can be found which implies that a \( C^1 \)-continuous basis provides a better overall approximation.

The geometry of the problem leads to a singularity at the re-entrant corner. In this case classical convergence theory does not hold and the order of convergence with respect to the total number of degrees of freedom

\[ k = \frac{1}{2} \min \left( p, \frac{\pi}{2\pi - \beta} \right) \quad (9.16) \]

is governed by the angle \( \beta \) of the re-entrant corner. In the case of global \( h \)-refinement this leads to a convergence rate of \( k = -1/3 \) \( \forall p \) for the L-shaped domain with \( \beta = 90^\circ \).
The optimal order of convergence $k = -p/2$ can be recovered by local mesh refinement in the vicinity of the singularity. The adaptive refinement in this study is controlled by a measure for the element error and a threshold value $\theta$. An element $I$ whose error $\eta_I$ exceeds the threshold ($\eta_I > \theta$) will be marked for refinement. Having at hand the reference solution (9.15), the $H^1$ norm of the error

$$\eta_I^2 = \| (\bar{u} - u) \|_{L^2} + \| \nabla (\bar{u} - u) \|_{L^2}$$  \hspace{1cm} (9.17)

serves as a measure for $\eta_I$. The domain error $\eta^2 = \sum_I \eta_I^2$ is obtained as the sum over all elements. According to Dörfel et al. [54] two principal choices for the threshold can be used:

(i) **Maximum error marking**: In this case the threshold

$$\theta = \alpha \cdot \max_I (\eta_I) \quad \text{with} \quad \alpha \approx 0.5$$  \hspace{1cm} (9.18)

is defined relative to the maximum element error. That is, those elements will be marked for refinement whose error exceeds $\alpha \cdot 100 \%$ of the maximum element error in the mesh.

(ii) **Quantile marking**: In the second major criterion the $\alpha$-quantile of element errors defines the threshold

$$\theta = \alpha\text{-quantile} (\eta_I) \quad \text{with} \quad 0 < \alpha < 1.$$  \hspace{1cm} (9.19)

All elements exceeding this error level will be refined, e.g. for $\alpha = 0.8$ the 20$\%$ of elements with the largest error will be marked for refinement.

The results presented below have been obtained for a quadratic and a cubic basis with an initial mesh of 32 elements, Fig.[9.7](a), and $L = 6$ adaptive refinement steps. The mesh refinement is controlled by quantile marking with $\alpha = 0.8$. In Fig.[9.7](b) meshes for the quadratic basis are given. It can be seen that the corner singularity is well detected within the refinement process. Figure[9.8] shows a comparison of the convergence for adaptive local and global mesh refinement. While the convergence of uniform $h$-refinement is governed by the singularity, i.e. the expected order of convergence of $k = -\frac{1}{2}$ is found, optimal orders of convergence are achieved for the quadratic ($k = -1$) and the cubic basis ($k = -1.5$) in the case of adaptive local refinement. This implies that the approach generates well graded meshes in the vicinity of the corner singularity.
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In the following, the hierarchical refinement introduced and analysed in the preceding sections will be applied to the adaptive isogeometric analysis of the Cahn-Hilliard model presented in Section 8.1. Different from the convergence analysis of Section 9.2.3 where computations have been restarted from the initial state after each refinement step, the adaptive analysis of a typical structural evolution process will require the mapping of field quantities between the meshes of two consecutive time steps. While only refinement operations have been considered so far, the efficient analysis of decomposition processes necessitates the coarsening of the mesh. In Section 9.3.1 three suitable projection algorithms are introduced and compared. A demonstration problem is presented in Section 9.3.2.

9.3.1 Projection of Field Quantities

Assume a solution $t^c_{ch}$ has been computed for the time increment $t$ using the hierarchical basis $t^H$ spanned by the set of basis functions $t^N_h$. For the subsequent increment $t + \Delta t$, certain elements will be marked for refinement or coarsening. This results in the activation or deactivation of Bézier elements and their associated basis functions and control points. Therefore, the solution $t^c_{ch}$ has to be mapped to the new hierarchical basis $t^{+\Delta t}H$ in order to generate a new initial solution vector $t^{+\Delta t}_{0}c_{ch}$ for the subsequent time step. If the hierarchical mesh $t^{+\Delta t}H$ results from a refinement of $t^H$, this mapping will always be exact because the fine scale basis functions are able to exactly represent the coarse scale solution. Consequently, new control variables

$$t^{+\Delta t}_{0}c^{\ell+1}_{\ell} = (M_{\ell,\ell+1})^T t^c_{\ell}$$

(9.20)

can be obtained from a simple matrix operation which according to the two-scale relation (9.1) involves the subdivision operator $M_{\ell,\ell+1}$ relating two successive hierarchy levels $\ell$ and $\ell + 1$.

Contrarily, mapping the solution from level $\ell + 1$ to $\ell$, which is required if the mesh has been coarsened during analysis, will generally introduce an approximation error as the coarse scale basis functions do not include the fine scale basis. Therefore, suitable projection meth-
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Three different approaches will be briefly reviewed and compared regarding the resulting discretisation error. The time increment is omitted for brevity of the notation:

(i) **Linear $L^2$ projection:** The aforementioned fact that the coarse scale basis does not contain the fine scale basis functions is reflected by the non-square structure of the subdivision operator $M_{\ell,\ell+1}$. Therefore, a direct inversion of the two-scale relation (9.20) is not possible. However, a linear least square projection can be obtained from

\[ c_\ell = (M_{\ell,\ell+1})^+ c_{\ell+1} \]  

(9.21)

with $(M_{\ell,\ell+1})^+$ the pseudo-inverse of the subdivision operator defined by

\[ (M_{\ell,\ell+1})^+ = \left[ M_{\ell,\ell+1} (M_{\ell,\ell+1})^T \right]^{-1} M_{\ell,\ell+1} . \]  

(9.22)

(ii) **Non-linear $L^2$ projection:** A generally more accurate result for the projection of the fine scale approximation $c_{\ell+1}(x)$ to the control values $c_\ell$ of a coarser level can be obtained from a standard $L^2$ projection. In this case the error between the fine and coarse scale approximations

\[ \int_\Omega (c_\ell(x) - c_{\ell+1}(x))^2 dV = \int_\Omega (N_\ell c_\ell - N_{\ell+1} c_{\ell+1})^2 dV = \min \]  

(9.23)

is to be minimised which yields a system of equations for the computation of the coarse scale control variables.

(iii) **Bézier projection:** Bézier extraction has been combined with spline reconstruction techniques by Thomas et al. [209] to form a general method for the projection between modified, e.g. refined, coarsened, or degree-elevated spline bases. For the considered case of a projection from $J = 1 \ldots n_m$ fine-scale elements $\Omega_{J,\ell+1}$ which are to be merged into a single coarse-scale element $\Omega_{J,\ell}$, Bézier projection consists of a sequence of matrix operations to compute the control values $c_{J}$ of the coarse level Bézier element

\[ c_J = \left( R_{J,\ell}^T \right)^T \sum_{j=1}^{n_m} \phi_{IJ} G^{-1} A_{IJ} G \left( c_{J}^{\ell+1} \right)^T c_{J}^{\ell+1} \]  

(9.24)

which are detailed in Algorithm 4.3 of [209]. Firstly, the approximation in the fine-scale elements is localised, i.e. Bézier control variables, cf. Section 6.1.2, are obtained using the element-local Bézier extraction operators $C_{J}^{\ell+1}$. These values are then projected onto the coarse Bézier element based on relations between the differently scaled Bernstein basis functions in the elements of the levels $\ell$ and $\ell + 1$. According to Farouki [65] the relations are given in terms of the matrix $A_{IJ}$ and the Gramian $G$. For details see [209], equations (12)-(16). The contribution of each element $J$ is weighted according to its volume fraction $\phi_{IJ} = \frac{\text{vol}(\Omega_{J,\ell+1})}{\text{vol}(\Omega_{J,\ell})}$. Eventually, the coarse-scale Bézier control variables are transformed into control variables using the reconstruction operator $R_{J,\ell} = \left( c_{J}^{\ell} \right)^{-1}$. As the control value for a given function produced by Bézier
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![Figure 9.9: Comparison of three approaches to the projection of field quantities: (i) linear $L^2$ projection, (ii) non-linear $L^2$ projection, and (iii) Bézier projection [209] of a fine-scale approximation ($p = 2$, 64 elements) of $c(x)$ according to (9.26) to a coarse mesh of 32 elements ($p = 2$): (a) interface width $\varepsilon = 0.05$ m which can be resolved by the coarse scale, and (b) increased projection error for a reduced interface thickness of $\varepsilon = 0.01$ m which cannot be approximated by the coarse mesh.]

Comparing these three principal approaches to the projection of control variables, it can be noted that both, linear least squares (i) and Bézier projection (iii), are quadrature free procedures which gives them the edge over the standard $L^2$ projection from a computational point of view. As the subdivision operators required to compute the pseudo-inverse are used in the implementation of the truncated hierarchical basis, the linear least square projection (i) is employed in the present implementation. In addition, it has to be remarked, that the approaches mentioned above do not have to be applied to a full hierarchy level. In order to increase their efficiency all transformations can be applied locally. Local $L^2$ projections are proposed by Jiang and Dolbow [107], and Bézier projection can be applied to any number of elements to be merged [209].

In order to justify the choice of the linear $L^2$ projection (i) over Bézier projection (iii), the ac-
Table 9.1: $L^2$ error $||c||_{L^2}$ between fine- and coarse-scale approximations for three different projection methods.

<table>
<thead>
<tr>
<th>Projection</th>
<th>$\varepsilon = 0.05$ m</th>
<th>$\varepsilon = 0.01$ m</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) Linear $L^2$ projection</td>
<td>$1 \times 10^{-9}$</td>
<td>$1.724 \times 10^{-7}$</td>
</tr>
<tr>
<td>(ii) Non-linear $L^2$ projection</td>
<td>$0.992 \times 10^{-9}$</td>
<td>$1.711 \times 10^{-7}$</td>
</tr>
<tr>
<td>(iii) Bézier projection</td>
<td>$1.097 \times 10^{-9}$</td>
<td>$1.921 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

Accuracy of the projection is analysed for a one-dimensional demonstration problem involving a highly localised concentration distribution

$$c(x) = \frac{1}{2} \left[ 1 + \tanh \left( \frac{x - x_{\text{int}}}{\varepsilon} \right) \right]. \quad (9.26)$$

Again $\varepsilon$ is an adjustable interface width and the location of the interface is at $x_{\text{int}} = 0.5$ m. Figure 9.9 shows the exact solution, the fine scale approximation, and projections to the coarse scale produced by the methods (i)-(iii) for two different values $\varepsilon = 0.05, 0.01$ m.

For the thin interface ($\varepsilon = 0.05$ m), all curves are virtually identical by visual expectation because the coarse level mesh can represent the exact solution. This is also confirmed by the numerical approximation error between the two levels

$$||c||_{L^2} = \int_{\Omega} (c^\ell(x) - c^{\ell+1}(x))^2 \, dx \quad (9.27)$$

in the $L^2$ norm listed in Tab.9.1. For the thin interface ($\varepsilon = 0.01$ m) the projection to the coarse level results in larger approximation errors, Fig.9.9(b). As the interface cannot be resolved by the coarse level mesh all projection methods produce similar results with characteristic overshoots in the vicinity of the steepest gradient. Table 9.1 reveals similar errors for the linear and non-linear $L^2$ projections while a slightly increased error is found for Bézier projection.

9.3.2 Demonstration

The projection of field variables is now applied in conjunction with the adaptive hierarchical refinement strategy to track an evolving interface. As outlined in Section 8.4, the spinodal decomposition process of a binary system can be divided into two principal phases. The initial nucleation phase produces a large number of inclusions which then coalesce to form larger but fewer inclusions which minimises the interface energy. A fine mesh is required to capture the nucleation process and it has to be used until the mixture is fully decomposed. As this state corresponds to the maximum of the interface energy, the value $F_{\text{int}}$ can serve as a criterion for the activation of adaptive mesh refinement. The process of coalescence leads to domains with virtually constant concentration which do not require fine meshes. Coarsening the mesh in these domains will therefore allow to reduce the total number of degrees of freedom. In conjunction with an adaptive time stepping scheme, the efficiency of the computations can be improved. However, as the shape and the position of inclusions will change significantly until the stationary state is achieved, cf. Fig.8.9, previously coarsened domains of the mesh have to be refined again to properly track the moving interface.
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Below, two coalescing inclusions will be considered as a simplified preliminary demonstration problem. The initial configuration is defined by

\[ c(\mathbf{x}, t = 0) = 1 - \frac{1}{2} \sum_{l=1}^{2} \tanh \left( \frac{||\mathbf{x} - \mathbf{x}_c^l|| - R}{\sqrt{2}\varepsilon} \right) \]  

with \( x_{1c}^l = [0.35, 0.65] \) m and \( x_{2c}^l = [0.5, 0.5] \) m the coordinates of the center points of two overlapping circular inclusions. A radius \( R = 0.15 \) m that is identical for both inclusions and an interface thickness \( \varepsilon = 1 \times 10^{-2} \) m result in an overall concentration of \( \hat{c} \approx 0.14 \). The mobility \( M = 1 \) m³ s kg⁻¹ was chosen to be constant and the interface parameter was set to \( \lambda = 1 \times 10^{-2} \) J m⁻¹. Adaptive time stepping with an initial time step of \( \Delta t_0 = 1 \times 10^{-5} \) s has been applied during the solution. Figure 9.10 shows the temporal evolution of the concentration field in the interval \( t \in [0, 1] \) s. Energy minimisation results in the complete coalescence of both inclusions. In the second part of this optimisation process, the oblate shape approaches a circular configuration.

In addition to the adaptive time stepping scheme, the analysis mesh has been refined in the vicinity of the interface and coarsened in domains of approximately constant concentration. A four-level hierarchical mesh was used and the solution starts from the finest resolution of 128 × 128 elements. An adaptation of the spatial discretisation is carried out in the first and every fifth increment. Mesh adaptivity is controlled in terms of the order parameter \( c \), i.e. elements are selected for coarsening if \( c_I \geq 0.95 \) or \( c_I \leq 0.05 \) within an element \( \Omega_{le} \). Otherwise it is flagged for refinement. Additional constraints, e.g. that adjacent elements have to belong to two consecutive hierarchy levels and that elements can only be coarsened if all other children of the common parent element have been marked for coarsening, are imposed to ensure a well graded mesh. The hierarchical meshes which follow from these procedures are illustrated in Fig. 9.10.

Figure 9.11(a) presents a comparison of the energies and concentrations between a uniform and the hierarchical discretisation. It can be concluded that both uniform and adaptive meshing result in exactly the same physical behaviour. As a consequence of the lower number of active elements of approximately 2000 compared to 16384 in the uniform mesh, the solution time of the adaptive model, which includes time for mesh refinement and coarsening and the projection between different levels, is found to be less than one third of the time required for the solution using a uniform mesh, Fig. 9.11(b).
Figure 9.11: Temporal evolution of (a) the total concentration $\bar{c}$ and different energy contributions $\mathcal{F}$. The adaptively refined and coarsened four-level hierarchical mesh (dashed lines) produces identical results compared to a uniform mesh ($128 \times 128$ elements, solid lines), and (b) comparison of the total computation time.

Figure 9.12: Spinodal decomposition from a linear, randomly perturbed concentration distribution with $\bar{c} = 0.5$: temporal evolution of the initial concentration field into two phases separated by a straight interface and adaptively refined/coarsened mesh.

The purpose of the second example is to demonstrate the applicability of the approach to more complex distributions $c(x)$. To this end, the linearly varying initial distribution $c = x_1 + r$, with $0 \leq x_1 \leq 1$ and $-0.005 \leq r \leq 0.005$, already analysed in Section 8.4.2 is revisited here. During the first stage of the decomposition process new inclusions are generated. These newly formed inclusions are coarsened during the later stages of the evolution, Fig. 9.12. While the nucleation phase can only be captured by a highly refined uniform mesh, adaptive mesh refinement/coarsening will increase the efficiency of the computations during the latter phase. Adaptive meshing is therefore activated for $t \geq 1 \times 10^{-4}$ s, i.e. after the interfacial energy contribution has reached its maximum, Fig. 9.13(a). Bézier elements are selected for refinement if $|\nabla c| \geq 0.5$ while they are flagged for coarsening otherwise. The restrictions on the refinement and coarsening mentioned above ensure well graded meshes. Snapshots of the temporal evolution of the microstructure and the associated adaptive mesh can be seen in Fig. 9.12.

In order to allow for a quantitative comparison, Fig. 9.13(a) shows the results for the temporal evolution of the concentration and various energies for both uniform and adaptive meshes. It can be observed, in particular from the detail plot, that both approaches produce almost
identical results. In compliance with the theoretical aspect of $F$ being a Lyapunov functional, the total free energy decreases monotonically. Furthermore, the average of the concentration $\tilde{c}$ is constant as expected for a conserved phase-field model described by the Cahn-Hilliard equation. However, the adaptive solution procedure significantly reduces the number of active elements compared to the uniform mesh. This results in a speed-up of the computation of almost factor two.

9.4 Conclusion

It has been shown that the adaptive isogeometric analysis of phase-field models provides identical predictions as highly refined uniform meshes, however, at significantly reduced computational costs. These preliminary results indicate that there is a great potential in adaptive isogeometric discretisations. Moreover, a novel approach to the implementation of hierarchical approximations has been introduced in this chapter. It is based on Bézier extraction and avoids the explicit computation of the hierarchical basis. As different levels of the hierarchical mesh are treated independently, standard procedures can be applied at each level. The communication between different levels is incorporated in terms of a hierarchical refinement operator and corresponding matrix operations. It was also shown that these procedures implicitly define the truncated hierarchical B-spline basis. The presented approach will therefore ensure linear independence and provide the partition of unity property. Future work will focus on the mapping of internal variables, the implementation of periodic hierarchical meshes, and the application to more complex distributions as well as to the adaptive isogeometric phase-field modelling of crack propagation.
10 Summary and Outlook

Industrial development processes as well as research in physics, materials and engineering science rely on computer modelling and simulation techniques today. Numerical challenges arising from these applications led to the development of new numerical methods and the continuous enhancement of existing approaches. With increasing computer power, computations are carried out on different scales ranging from the atomistic level to the macroscopic scale of engineering structures. Various modelling techniques, e.g. molecular dynamics, coarse grained approaches or finite element discretisations of continuum models, that are suitable for different scales can be combined into multi-scale techniques. They facilitate a prediction of the effective material or structural behaviour based on the local morphology and the properties of the individual constituents. This provides valuable insight into the structure-property relations which are of interest for any design process.

In this work, it was assumed that the influence of the atomistic structure of the material at the considered scales can be neglected. Therefore, a phenomenological continuum approach has been applied in conjunction with two different representations of interfaces. In a continuum formulation, the physics of the problem to be solved is described in terms of partial differential equations for a certain set of field variables. The behaviour at interfaces is governed by jump conditions that occur during the transition from global to local forms of the balance equations. That is, classical continuum models use a sharp interface representation which requires the localisation of interfaces in the numerical models. In standard finite element discretisations this is achieved by conforming meshes, i.e. element edges with reduced continuity have to be aligned with the discontinuity. However, if the structure to be modelled changes with time, e.g. due to evolution processes in the material or the initiation and propagation of cracks, the sharp interface representation requires a topological update of the finite element mesh. Therefore, diffuse interface models which regularise the interface in terms of an additional field variable have been considered as an alternative. These models allow to decouple the localisation and representation of the discontinuity from the analysis mesh but fine discretisations are required to obtain reasonable solutions. If finite elements are to be applied, adaptive mesh refinement strategies are essential to limit the computational costs.

With extended and isogeometric finite element discretisations two up-to-date modelling techniques have been considered in this work. At first, both methods have been applied to discretise sharp interface models and their numerical properties have been studied and compared. XFEM uses a non-conforming mesh and an implicit interface representation in terms of level sets. The physics at the interface is modelled by a local enrichment of the approximation. In order to improve its applicability, an element local level set representation was presented and procedures for the consistent handling of curved discontinuities have been investigated. Eventually an Update-Lagrangian formulation suitable for finite deformations was presented and differences to the standard formulation have been outlined. It was demonstrated that XFEM provides an ideal means to generate numerical models of random particulate microstructures. The regular XFEM mesh is also beneficial if periodic boundary conditions have to be applied. However, the flexibility of the approach comes at the cost of numerical accuracy. It was shown in two convergence studies that quadratic approximations provide
only suboptimal convergence rates. In comparison to both, standard and isogeometric finite elements, an increased error level is to be expected for XFEM. Despite its implicit interface representation in terms of the level set, the capability to model evolving discontinuities is limited as the division of elements into integration subdomains still represents a topological update.

The application of isogeometric discretisations to the modelling of sharp interfaces is very similar to the standard finite element method as a conforming mesh is required. Different from the standard approach, the adjustable continuity of the spline basis can be used to switch between different interface characteristics. That is, knot insertion could be used to transform a $C^0$-continuous material interface into an interface crack. Moreover, it could be shown that the method has excellent approximation properties. The spline-based approximation provides optimal convergence rates and is very efficient. Lower error levels have been found in comparison to the standard and extended FEM. As a consequence of the NURBS basis, geometric discretisation errors were avoided for the considered demonstration problems. This is of even greater advantage for macroscale computations because typical computer aided design geometry models can be used directly for structural analysis.

A conceptually interesting approach results from the isogeometric discretisation of diffuse interface representations. The spline basis handles the high gradients of the order parameter in the vicinity of an interface very efficiently and it can provide the increased continuity required by higher-order differential operators. It was shown in this work that optimal orders of convergence can be achieved with a spline basis of sufficient order. To further increase the efficiency of isogeometric discretisations of diffuse interfaces, adaptive mesh refinement and coarsening techniques based on hierarchical splines have been developed. These procedures allow for a finite element point of view and avoid the explicit computation of the analysis suitable truncated hierarchical basis. The locally refined meshes were found to reduce the number of degrees of freedom required for a certain accuracy of the approximation significantly.

It is noted that the two combinations (i) XFEM + sharp interface model, and (ii) IGA + diffuse interface model, represent two fundamentally different approaches to the modelling of discontinuities. XFEM reduces the continuity of the approximation in terms suitable enrichment functions according to the discontinuity to be modelled. Instead diffuse models regularise the interface which requires an increased continuity that is provided by the spline-based approximation.

Except for the phase-field models which were considered to demonstrate the diffuse interface approach, the developed discretisation techniques have been applied to solve a coupled magneto-mechanical problem for particulate microstructures of MRE. In combination with a computational homogenisation approach these microscopic models allowed for the prediction of the effective coupled magneto-mechanical response of MRE. Moreover, finite element models of generic MRE microstructures have been coupled with a BEM domain that represents the surrounding free space in order to take into finite sample geometries. The macroscopic behaviour was analysed in terms of actuation stresses, magnetostrictive deformations, and the magnetorheological effect. The results obtained for different microstructures and various loadings have been found to be in qualitative agreement with experiments on MRE as well as analytical results. The presented results show in addition that there is no significant difference between the assumption of small or finite deformations in particular for a realistic non-linear magnetisation behaviour. However, MRE can undergo finite strains
due to mechanical loadings which cause significant changes to the internal structure. Taking into account these microstructural changes during the solution of the coupled magneto-mechanical field problem will require the application of the large deformation procedures presented here.

All of the discretisation techniques and models presented in this work have been implemented into a Matlab-based finite element code which provides further analysis features, e.g. thermo-mechanical coupling and several phase-field models for the simulation of crack propagation. This enables the adaptive isogeometric phase-field modelling of crack propagation. A possible future application that is interesting from a physical point of view is the simulation of the complex fracture behaviour of polymers under thermo-mechanical loadings. From a modelling point of view it is interesting to combine sharp and diffuse interface representations to improve the efficiency in comparison to a pure phase-field representation. Moreover, gradient damage models are very similar to phase-field models of crack propagation but they may resolve problems reported regarding the convergence of the phase-field approach with mesh refinement.
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