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1 IntroductionFree partially commutative monoids, also called trace monoids, were introduced by P. Cartier andD. Foata in 1969 [2]. In 1977, A. Mazurkiewicz proposed these monoids as a potential model forconcurrent processes [19]. This marks the beginning of a systematic study of trace monoids bymathematicians and theoretical computer scientists, see e.g., the recent surveys [6, 7]. A part ofthe research in trace theory deals with examinations of well-known classic results for free monoidsin the framework of traces.One main stream in trace theory is the study of recognizable trace languages, which can beconsidered as an extension of the well studied concept of regular languages in free monoids. A majorstep in this research is E. Ochma�nski's PhD thesis from 1984 [24]. Some of the results concerningregular languages in free monoids can be generalized to recognizable languages in trace monoids.However, there is one major di�erence: The iteration of a recognizable trace language does notnecessarily yield a recognizable language. This fact raises the so called star problem: Given arecognizable trace language T , is T � recognizable?In general, it is not known whether the star problem is decidable. Su�cient conditions assuringthe recognizability of the iteration of a language have been found (e.g. [3, 5, 10, 16, 20]). In thecase of �nite languages necessary conditions have been given [21, 22]. The decidability of the starproblem is also known in the extremal cases of free monoids and free commutative monoids [12, 13].In 1992, J. Sakarovitch proved the decidability in trace monoids without P3.In 1990, E. Ochma�nski introduced the �nite power property (for short FPP) to study the starproblem [26]: A language T has the �nite power property if there exists an integer n � 0 suchthat T � = T 0 [ : : : [ Tn. In free monoids, the decidability of the FPP for regular languages wasalready known due to I. Simon and K. Hashiguchi [30, 15]. Motivated by [26], one asked for thedecidability of the FPP for recognizable trace languages.In 1992, using the decidability of the FPP in free monoids, P. Gastin, E. Ochma�nski, A. Petit,and B. Rozoy showed the decidability of the star problem in trace monoids of the form A��b� [11].In 1994, Y. M�etivier and G. Richomme showed the decidability of the FPP for a special class ofrecognizable trace languages [21, 22]. In the same year, G. Richomme used this decidable case andgeneralized the proofs of P. Gastin, E. Ochma�nski, A. Petit, and B. Rozoy. Thereby, he obtained thedecidability of the star problem and the FPP in any trace monoid without C4 [29]. The decidabilityof the star problem and the FPP in any other trace monoid remains open.Although these works show connections between the star problem and the FPP, the exactcorrelation was not clear. Here, we show that the star problem is decidable in some trace monoidif and only if the FPP is decidable in the same trace monoid. A crucial role in the proof ofthis equivalence is played by a new connection between the star problem and the FPP which weshow in Section 4: For a particular class of recognizable trace languages the iteration of somelanguage is recognizable if and only if the language has the FPP. In Section 5, we work out severalinduction steps on independence alphabets. These induction steps allow to give short proofs forthe decidability equivalence (Part 5.3), the decidability in trace monoids without C4 (Part 5.4),and a general connection between the star problem and the FPP (Part 5.5).In Section 6, we work on some conjectures and questions which were discussed in the research onthe star problem and the FPP. In Part 6.1, we generalize a result by E. Ochma�nski [26] by showingthat both problems are decidable for languages which contain at most one connected trace. InPart 6.2 to 6.4, we deal with conjectures by E. Ochma�nski and M. Latteux. In Section 2, we recallnotions on semigroups, trace monoids, and recognizability. In Section 3, we present our results ina more precise way. The rest of the paper is devoted to the proofs.1



2 2. PRELIMINARIES2 Preliminaries2.1 GeneralitiesBy an integer, we mean an element of f0; 1; 2; : : :g. We denote by K � L (resp. K � L) the factthat K is a subset of L (resp. strict subset of L). If p is an element of some set L, we denote thesingleton set which consists of p by p instead of fpg. For instance, for any p 2 L and K � L, weuse notations as K [ p and K n p in a natural way. We denote by jLj the cardinal of a �nite set L,i.e., the number of elements of L.A semigroup (S; �S) is an algebraic structure consisting of a set S and a binary associativerelation �S called operation or product. When no confusion arises, this product is denoted by � orjust by juxtaposition. A semigroup (S; �S) is said �nite if S is a �nite set. A monoid is a semigroupequipped with an identity, which is denoted by �S or �.The product can be extended to subsets K;L � S: KL is the set of elements kl for any k 2 Kand l 2 L. Moreover, for any p 2 S, K � S, and n � 1, pn and Kn are de�ned by p1 = p,pn+1 = pnp, K1 = K, and Kn+1 = KnK. If S is a monoid, we de�ne k0 = � and K0 = f�g.For every subset K � S and for any integers 1 � n � m, we denote by Kn;:::;m the unionKn [ Kn+1 [ : : : [ Km. Moreover, we denote by Kn;:::;1 the union Kn [ Kn+1 [ : : : As usual,we denote by K+ the non-empty iteration of K, i.e., K+ = K1;:::;1. Of course, if S is a monoid,we extend the notation Kn;:::;m to 0 � n � m, and we denote the iteration of K by K� = K0;:::;1.A homomorphism is a function h from a semigroup S to a semigroup S 0 such that for everyk; l 2 S, h(k) �S0 h(l) = h(k �S l). Moreover, if S and S 0 are monoids, h is a called a monoidhomomorphism if h(�S) = �S0 . For a subset K � S, h(K) is the set of elements h(p) for anyp 2 K. The inverse of h is denoted by h�1. For a subset L � S 0, h�1(L) is the set of elements p 2 Ssuch that h(p) 2 L. The homomorphism h is called surjective (resp. injective) if for any p 2 S 0,the set h�1(p) is non-empty (resp. jh�1(p)j � 1). It is called an isomorphism if it is both surjectiveand injective. Two semigroups S and S0 are isomorphic if there exists a bijective homomorphismfrom S to S 0.Assume three semigroups S1, S2, S3 and two homomorphisms g : S1 ! S2 and h : S2 ! S3.We denote by h � g : S1 ! S3 the homomorphism obtained by the composition of g and h.Given two sets S and S 0, we denote by S � S0 their cartesian product. If both S and S0 aresemigroups (resp. monoids), then S �S0 with the operations �S and �S0 applied componentwise is asemigroup (resp. monoid). To visualize the componentwise operation, we often denote the elementscartesian products by �pq�. Accordingly, we denote the cartesian product of two subsets K and Lof semigroups S and S 0, resp., by �KL�.2.2 Trace MonoidsWe recall notions on trace monoids (see e.g. [6, 7] for more information).An alphabet A is a �nite set of symbols called letters. A word over A is a �nite sequence ofletters of A. Formally, the set A� of words over A with the concatenation operation is the freemonoid over A. Its identity is the empty word �.A binary symmetric and irre
exive relation I over an alphabet A is called an independencerelation over A. The pair (A; I) is called an independence alphabet. Two letters a; b 2 A are calledindependent if aIb. Otherwise, they are called dependent.Let �I be the equivalence relation over A� such that for two words w1; w2 2 A�, we havew1 �I w2 if we can transform w1 into w2 by �nitely many exchanges of independent adjacentletters. An equivalence class of words is called a trace. Clearly, �I is a congruence (w1 �I w2



2.3 Recognizable Languages 3and w01 �I w02 implies w1w01 �I w2w02). The factorization of the free monoid A� under �I is calledthe trace monoid over A and I and denoted by IM(A; I). Its subsets are called trace languages orshortly languages, or sometimes just sets. For any trace monoid IM(A; I), we denote by IM(A; I)+the semigroup IM(A; I)n�.By [ ]I or shortly [ ], we denote the homomorphism from A� to IM(A; I) which assigns everyword its congruence class. By [ ]�1, we denote its inverse.Two equivalent words di�er only in the order of their letters. Given some trace t, alph(t)denotes the set of letters occurring in t and jtj is the length of t that is the number of letters of t.Further, for any letter a, jtja denotes the number of occurrences of the letter a in t. For instance,alph([aabb]) = fa; bg, j[aabb]j= 4, and j[aabb]ja = j[aabb]jb = 2.Free monoids are the trace monoids for which the independence relation is empty. If theindependence relation is the largest irre
exive relation over A, i.e., any two di�erent letters a; b 2 Aare independent, then the trace monoid is a free commutative monoid over A.The cartesian product of two trace monoids can be considered as a trace monoid. Indeed, giventwo disjoint independence alphabets (A1; I1) and (A2; I2), the monoid IM(A1; I1) � IM(A2; I2) isnaturally isomorphic to the trace monoid over A = A1 [A2 and I = I1 [ I2 [ A1�A2 [ A2�A1,i.e., in (A; I), two letters a; b 2 A are independent if and only if either they do not belong to thesame alphabet or are independent in (A1; I1) or in (A2; I2).In particular, given four di�erent letters a; b; c; d, we will denote respectively by P3 and C4 anymonoids isomorphic to fa; cg�� fbg� and fa; cg� � fb; dg�, respectively.Let IM(A; I) be a trace monoid and B a subset of A, we denote by IM(B; I) the trace monoidIM(B; I \ (B�B)). We say that IM(A; I) is without P3 (resp. C4) if whatever are the letters a; b; c(resp. a; b; c; d), then IM(fa; b; cg; I) 6= fa; cg��fbg� (resp. IM(fa; b; c; dg; I) 6= fa; cg��fb; dg�).The notion of connected traces plays a central role in recognizability problems. Some tracet 2 IM(A; I) is said connected if for every non-empty traces t1; t2 with t = t1t2, there is a lettera 2 alph(t1) and a letter b 2 alph(t2) such that a and b are dependent: equivalently the graphconsisting of the letters in alph(t) as vertices and edges between dependent letters is connected.In particular, some trace �uv� in P3 or C4 is connected if and only if u or v is the empty word �.A trace language T is said connected if and only if every trace in T is connected. For some tracelanguage T , we denote by Conn(T ) (resp. NConn(T )) the language consisting of the connected(resp. non-connected) traces of T .We also call a trace monoid IM(A; I) connected if the graph which consists of the letters in Aas vertices and edges between dependent letters is connected. This does not imply that every tracein IM(A; I) is connected. But, the traces t 2 IM(A; I) with alph(t) = A are connected if IM(A; I) isa connected trace monoid.2.3 Recognizable LanguagesWe recall the notion of recognizability. We follow [1, 9]. Given a monoid IM, an IM-automaton, orsimply automaton, is a triple A = [Q; h; F ], where Q is a �nite monoid, h is a homomorphism fromIM to Q and F is a subset of Q. The set h�1(F ) is called the language (or set) of the automatonand denoted by L(A). A subset L of IM is recognizable over IM if there exists an IM-automaton[Q; h; F ] such that L = L(A).Below, some of the algebraic proofs are simpler if h is a surjection from IM to Q. If h is not asurjection, then we can transform [Q; h; F ] into the automaton [h(IM); h; F \ h(IM)] which de�nesthe same language as [Q; h; F ]. Consequently, we can assume that h is a surjection.It is well-known that for any monoid IM, the family of recognizable sets over IM contains the



4 2. PRELIMINARIESempty set, IM itself, and is closed under union, intersection, complement, and inverse homomor-phisms (see e.g. [1, 9]). Moreover, for trace monoids, �nite languages are recognizable, and theconcatenation of two recognizable languages yields a recognizable language [5, 10, 23]. The follow-ing result is widely known as Mezei's Theorem (cf. [1, 9].)Theorem 2.1 (Mezei's Theorem) Assume two monoids IM and IM0. A set L is recognizable inIM � IM0 if and only if there are an integer n, recognizable sets L1; : : : ; Ln � IM and recognizablesets L01; : : : ; L0n � IM0, such that L = L1�L01 [ : : : [ Ln�L0n.Of course, for i 2 f1; : : : ; ng, we can assume Li 6= ; and L0i 6= ;.As soon as a trace monoid IM contains two independent letters, the family of recognizable setsof IM is not closed under iteration: If aIb, then fabg is recognizable, but fabg� is not recognizable.The class of rational sets of a monoid IM is the smallest class which contains the empty set andevery singleton subset of IM, and is closed under union, monoid product, and iteration. Kleene'sclassic result states that in free monoids the recognizable sets and the rational sets coincide. By thenon-closureship of recognizable trace languages under iteration, there are rational trace languageswhich are not recognizable as the previous example shows. However, due to a more general resultby J. McKnight [1, 9], every recognizable trace language is rational.Two decision problems arise: The star problem, which means to decide whether the iterationof a recognizable language is recognizable and the recognizability problem, which means to decidewhether a rational language is recognizable. We say that the star problem (resp. the �nite powerproperty, below) is decidable in some trace monoid IM(A; I) if it is decidable for recognizablelanguages over IM(A; I).In the extremal cases of free monoids and free commutative monoids, the decidability of thestar problem is classically known: In the free monoid it is trivial by Kleene's Theorem and in freecommutative monoids its decidability was shown by S. Ginsburg and E. Spanier [12, 13] in 1966.During the eighties, E. Ochma�nski [24], M. Clerbout and M. Latteux [3], and Y. M�etivier [20]independently proved a special case for the recognizability of the iteration:Proposition 2.2 Let IM be a trace monoid and T a recognizable subset of IM such that every tracein T is connected. The iteration T � is recognizable.A related closure property originates from C. Duboc [8, 23]. If h : IM1 ! IM2 is a connected homo-morphism between two trace monoids (namely a morphism such that the images of connected tracesare connected), then for every recognizable language T � IM1, the language h(T ) is recognizable.On the other hand, if h is not connected, then there are recognizable languages T � IM1 such thath(T ) is not recognizable [8, 23].In 1990, E. Ochma�nski examined connections between the star problem and the �nite powerproperty [26]. A trace language T has the �nite power property (for short FPP) if and only ifthere is some integer n such that T � = T 0 [ T 1 [ : : : [ Tn. An obvious connection between thestar problem and the FPP is that if some recognizable trace language T has the FPP, then T � isrecognizable by closure properties of recognizable trace languages.The question whether the �nite power property is decidable for recognizable languages in freemonoids was already raised by J.A. Brzozowski in 1966, and it took more that 10 years till I. Simonand K. Hashiguchi independently showed its decidability [30, 15]. In 1990, E. Ochma�nski used thisresult to show decidability of the star problem for recognizable languages in trace monoids of theform A� � B� which contain at most one non-connected trace [26]. This marks the beginning ofthe examination of connections between the star problem and the FPP.



2.4 Projections and Restrictions 5In 1992, J. Sakarovitch solved the recognizability problem: given a trace monoid IM, it isdecidable whether a rational subset of IM is recognizable if and only if IM is without P3. As aconclusion, the star problem is decidable in trace monoids without P3. One conjectured that thischaracterization can be extended to the star problem. However, just in the same year, P. Gastin,E. Ochma�nski, A. Petit, and B. Rozoy proved the decidability of the star problem in P3 [11].The decidability of the FPP in free monoids played a crucial role in their proof.In 1993, G. Pighizzini proved that for some recognizable trace language T the iteration T � isrecognizable if and only if NConn(T �) is recognizable [27].In 1994, Y. M�etivier and G. Richomme showed a decidable case of the FPP [22].Proposition 2.3 In any trace monoid, it is decidable whether some connected, recognizable tracelanguage has the �nite power property.Y. M�etivier and G. Richomme showed some connections between the star problem and the FPP:If the star problem is decidable in some trace monoid of the form IM(A; I)� b� for some (A; I) andsome b 62 A, then the FPP is decidable in IM(A; I). Consequently, if the star problem is decidablein any trace monoid, then so is the FPP [22].G. Richomme generalized the results from P. Gastin, E. Ochma�nski, A. Petit, and B. Rozoy [11].In combination with the decidability of the FPP for connected recognizable trace languages, heproved that both the star problem and the �nite power problem are decidable in trace monoidswithout C4 [29].Recently, D. Kirsten and J. Marcinkowski examined some problems which are related to thestar problem [18]: It is decidable whether the intersection K \ L� is recognizable for recognizablelanguages K and L in some trace monoid IM if and only if IM is without P3. If we consider thesame problem restricted to �nite languages L, then the recognizability of K \L� is decidable in P3but undecidable in C4.2.4 Projections and RestrictionsNow, we consider two di�erent ways to transform trace languages: Projections and restrictions.We examine consequences of these constructions on recognizability and the FPP.Let IM(A; I) be a trace monoid and B be a subset ofA. The projection �B : IM(A; I)! IM(B; I)is the morphism such that for every trace t, �B(t) is the trace obtained by erasing the letters of twhich do not belong to B. More precisely, the projection �B is de�ned by the image of the letters:�B(a) = a if a 2 B, and �B(a) = � if a 62 B.Consider a language T � IM(A; I), a subset B � A and an integer i � 0. Observe that�B(T i) = �B(T )i and �B(T �) = �B(T )�.In general, projections do not preserve recognizability. However, if we consider a trace monoidIM(A1; I1)� IM(A2; I2), then both the projection �A1 and �A2 are connected homomorphisms andpreserve recognizability by Duboc's Theorem.The notion of restrictions was introduced by G. Pighizzini [27, 28] and also used in [29]. Assumea trace monoid IM(A; I), any subset B � A, and some recognizable language T � IM(A; I). LetT=B (resp. T�B and T�B) denote the subset of traces t 2 T with alph(t) = B (resp. alph(t) � Band alph(t) � B).G. Pighizzini proved that restrictions preserve recognizability. This can easily be veri�ed usingthe closure properties of the family of recognizable trace languages. Since T�B = T \ IM(B; I),T�B is recognizable. From T�B = [C�BT�C and T=B = T�B nT�B and the closure properties ofthe family of recognizable trace languages, it follows that T�B and T=B are recognizable.



6 3. MAIN RESULTS, CONCLUSIONS, AND FUTURE STEPSObserve that for every integer i � 0, (T i)�B = (T�B)i. Consequently, the restriction T�Bpreserves the FPP. Further, (T �)�B = (T�B)�. We denote the languages (T i)�B = (T�B)i and(T �)�B = (T�B)� by T i�B and T ��B, respectively.These facts cannot be generalized to T=B or T�B : In the free monoid fa; bg�, the languageT = (b+a+)� [ a� [ b� [ ab satis�es T � = T 3 = fa; bg�, but the restrictions T=fa;bg = (b+a+)� [ aband T�fa;bg = a� [ b� do not have the FPP.3 Main Results, Conclusions, and Future StepsIn this section, we state the main results of this paper. We present also the plan of the rest of thepaper which is completely devoted to the proofs.3.1 Decidability Equivalence and Decidable CasesOur main result claims the decidability equivalence between the star problem and the FPP:Theorem 3.1 Let IM(A; I) be a trace monoid. The star problem is decidable in IM(A; I) if andonly if the �nite power problem is decidable in IM(A; I).To prove this theorem, we proceed in several steps. At �rst, we show a close connection betweenthe star problem and the FPP for a special class of languages.Proposition 3.2 Let IM(A1; I1) and IM(A2; I2) be two disjoint trace monoids. Assume a recog-nizable language T � (IM(A1; I1)n�)� (IM(A2; I2)n�). Then, T � is recognizable if and only if T hasthe �nite power property.This proposition was already announced in [17]. Its proof is done in Section 4 using the notions ofideals and left ideals of semigroups which are recalled in Part 4.1. In Section 5, we achieve severalresults by inductions on independence alphabets. In Part 5.1, we perform an induction step fornon-connected trace monoids:Proposition 3.3 Let IM(A1; I1) and IM(A2; I2) be two disjoint trace monoids. Assume both thestar problem and the �nite power problem are decidable in both IM(A1; I1) and IM(A2; I2). Then,the following four assertions are equivalent:1. The star problem is decidable in IM(A1; I1)� IM(A2; I2).2. The star problem is decidable for recognizable subsets of (IM(A1; I1)n�)� (IM(A2; I2)n�).3. The �nite power problem is decidable for recognizable subsets of (IM(A1; I1)n�)�(IM(A2; I2)n�).4. The �nite power problem is decidable in IM(A1; I1)� IM(A2; I2).We give a stronger result in the case that one of the monoids is a free monoid over a singleton.Proposition 3.4 Let IM(A; I) be a trace monoid with a decidable star problem and a decidable�nite power problem. Assume a letter b 62 A. Then, both the star problem and the �nite powerproblem are decidable in IM(A; I)� b�.Besides other results, this proposition was already stated in [29] and its presented proof usedtechniques and results from P. Gastin, E. Ochma�nski, A. Petit, and B. Rozoy [11]. However, wecan shorten its proof by applying Proposition 3.2. In Part 5.2, we give an induction step forconnected monoids.



3.2 A General Characterization 7Proposition 3.5 Let IM(A; I) be a connected trace monoid.1. The star problem is decidable in IM(A; I) if and only if for every strict subset B � A, the starproblem is decidable in IM(B; I).2. The �nite power problem is decidable in IM(A; I) if and only if for every strict subset B � A,the �nite power problem is decidable in IM(B; I).Of course, this result is related to Proposition 2.2 and 2.3. In Part 5.3, we use Proposition 3.3and 3.5 to prove Theorem 3.1. In Part 5.4, we use Proposition 3.4 and 3.5 to prove the followingtheorem, which was already announced in [29].Theorem 3.6 The star problem and the �nite power property problem are decidable in any tracemonoid without C4.3.2 A General CharacterizationIn [11], P. Gastin, E. Ochma�nski, A. Petit, and B. Rozoy showed that for some recognizable tracelanguage T in any trace monoid the iteration T � is recognizable if the set Conn(T )�[NConn(T ) hasthe �nite power property. They implicitly used the fact that this su�cient condition is necessary intrace monoids A��b�. They asked whether this condition is necessary in any trace monoid. In [22],Y. M�etivier and G. Richomme showed that this condition is not necessary in the trace monoid overA = fa; b; cg and I = f(a; c); (c; a)g. In Part 5.5, we give a similar condition which is su�cient andnecessary:Proposition 3.7 Let T be a recognizable set of traces. The set T � is recognizable if and only ifConn(T �) [ NConn(T ) has the �nite power property, i.e., every trace of T � can be decomposed ina bounded (the bound depends on T ) concatenation of connected traces of T � and non-connectedtraces of T .This condition generalizes Proposition 3.2. Let remark that in his PhD Thesis, G. Pighizzini hadgiven another general characterization: for recognizable trace languages T , the iteration T � isrecognizable if and only if NConn(T �) is recognizable [27].3.3 On Some Ideas to Solve the Star ProblemWithin the researches on the star problem and the FPP, many restricted cases and conjectureshave been discussed, in particular in [26]. We give some answers using materials from Section 5.At �rst, we give an improvement of a result by E. Ochma�nski: In [26], he proved that the starproblem is decidable for recognizable languages in A��B� which contain at most one non-connectedtrace. In Section 6.1, we show:Proposition 3.8 In any trace monoid, both the star problem and the �nite power property aredecidable for recognizable languages containing at most one non-connected trace.In [21, 22], Y. M�etivier and G. Richomme proved that the star problem is decidable for �nite setscontaining at most two connected traces. This result combined with the previous proposition allowsto see that the star problem is decidable for languages containing at most four traces (result alsoin [21, 22]): Such a language contains at most two connected traces or at most one connected trace.In [26], E. Ochma�nski also announced two conjectures. The �rst one says: Given a non-empty,�nite language T in any trace monoid, if T � is recognizable, then there exists a trace t 2 T suchthat (T nt)� is recognizable. We show the following proposition in Part 6.2:



8 3. MAIN RESULTS, CONCLUSIONS, AND FUTURE STEPSProposition 3.9 Assume some trace monoid IM. The following assertion is true if and only ifIM does not contain a P3: If for some non-empty, �nite language T � IM the iteration T � isrecognizable, then there exists some t 2 T such that (T nt)� is recognizable.The second conjecture announced by E. Ochma�nski is quite similar to the �rst one: Given a �nitetrace language T with at least two traces, if T � is not recognizable, then there exists a trace t 2 Tsuch that (T n t)� is not recognizable. We do not know whether this conjecture is true or not, butit is veri�ed in monoids without C4 (see Part 6.3):Proposition 3.10 Assume some �nite language T in a trace monoid without C4. If T containsat least two traces and if T � is not recognizable, then there exists a trace t 2 T such that (T n t)� isnot recognizable.In a talk given by G. Richomme at the Laboratoire d'Informatique Fondamentale de Lille (LIFL),M. Latteux raised the question whether the following conjecture is true: For every trace monoid IMthere is some integer n0 > 0 such that a recognizable language T has the FPP if and only if thereexists an integer 0 < n � n0 such that [T 0;:::;n]�1 has the FPP. The idea is derived from a closureproperty which says that some trace language T is recognizable if and only if [T ]�1 is recognizable.Note that the integer n0 depends on the monoid IM, but, n0 does not depend on T , otherwise theresult is immediate. Because [T 0;:::;n]�1 is a recognizable language in a free monoid, we can decidewhether it has the FPP.The conjecture is obviously true in free monoids with n0 = 1. Unfortunately, it is false in anyother trace monoid. In Part 6.4, we show the following proposition:Proposition 3.11 Assume some trace monoid IM which is not a free monoid. For every integern0 > 0, there is some recognizable language T � IM such that T has the FPP, but for n 2 f1; : : : ; n0g[T 0;:::;n]�1 does not have the FPP.3.4 Conclusions and Future StepsFrom now, the star problem and the �nite power problem can be viewed as one and the sameproblem. We know that they are decidable in trace monoids without C4. We do not know whetherthey are decidable in other trace monoids. If one can show that one of these problems is undecidablein the trace monoid C4, then in all the remaining trace monoids, both problems are undecidable.Proposition 3.2 raises a decision problem: Let IM(A1; I1) and IM(A2; I2) be two disjoint tracemonoids with a decidable star problem and �nite power property. Assume some recognizablelanguage T � (IM(A1; I1)n�)� (IM(A2; I2)n�). Can we decide whether T � is recognizable, i.e., canwe decide whether T has the FPP?Provided that the answer of this question is \yes", we can show the decidability of the starproblem and the FPP as follows: We can improve Proposition 3.3 by showing that the four assertionsare true. This is also an improvement of Proposition 3.4. Then, we obtain the decidability of thestar problem and the FPP in any trace monoid by a straightforward adaptation of the proofs ofTheorem 3.1 and 3.6.Another open question is whether the second conjecture by E. Ochma�nski (cf. Proposition 3.10)is true in trace monoids with C4. Further, one could try to modify M. Latteux' Conjecture in orderto solve the star problem by solving the FPP.



94 An Important Special CaseIn this section, we prove Proposition 3.2: Given two disjoint trace monoids IM1 and IM2, and givena recognizable language T � IM+1 �IM+2 , the iteration T � is recognizable if and only if T has the FPP.All the notions and results presented here are only used within this section. Hence, the readercan skip this section and still understand the rest of the paper.As it was already mentioned in Section 2.3, if some recognizable language T has the �nite powerproperty, then T � is recognizable. Thus, just the \only if" part of Proposition 3.2 has to be proved.This section is organized as follows: We recall the notion of generators of a semigroup. Basedon this notion, we state Proposition 4.1 and use it to prove Proposition 3.2. Then, Part 4.1 to 4.5are exclusively devoted to the proof of Proposition 4.1. In Part 4.1, we recall notions from idealtheory to give a classi�cation of non-empty, �nite semigroups. In Part 4.2, we present productautomata to recognize subsets of a cartesian product of two trace monoids. In Part 4.3, using theseautomata and the previous classi�cation, we prove a special case of Proposition 4.1. In Part 4.4,we prove the remaining cases of Proposition 4.1 by an induction on the ideal structure of thesemigroups in product automata. Finally, in Part 4.5, we summarize the results to complete toproof of Proposition 4.1.Within this whole section, we assume two disjoint independence alphabets (A1; I1) and (A2; I2).We abbreviate IM(A1; I1), IM(A2; I2), IM(A1; I1)n�, and IM(A2; I2)n� by IM1, IM2, IM+1 , and IM+2 ,respectively. The traces in IM+1 � IM+2 are exactly the traces in IM1 � IM2 which contain at leastone letter in A1 and at least one letter in A2.Some trace language T is called concatenation closed if T 2 � T . Then, T is a semigroup,i.e., T = T+. Assume a concatenation closed trace language T with � 62 T . The set of generatorsof T is de�ned by Gen(T ) = T nT 2. Of course, Gen(T ) � T and Gen(T )+ � T . Moreover, it is easyto prove by an induction on the length of a trace t 2 T that t can be decomposed into t1 : : : tn withti 2 Gen(T ), since if t 2 T and t 62 Gen(T ), then t = t1t2 with t1; t2 2 T . Thus, T+ � Gen(T )+and more precisely, T+ = Gen(T )+. Now, if we consider some trace language L such that L+ = T ,then Gen(T ) = L+ n (L+L+) = [i�1Li n [i�2Li = L n (LL+) and thus, Gen(T ) � L.For example, consider the concatenation closed, recognizable language T = �a+b+� � a�� b�.Note that � 62 T. We have Gen(T ) = � ab+� [ �a+b �. Observe that T = Gen(T ) [ Gen(T )2. Hence,for any (not necessarily recognizable) trace language L with L+ = T , we have Gen(T ) � L, andconsequently, L has the FPP: L� = f�g [ L [ L2. In general, we have:Proposition 4.1 Assume some recognizable, concatenation closed language T � IM+1 � IM+2 . Theset of generators of T has the FPP.We close this introduction by deriving Proposition 3.2 from Proposition 4.1.Proof of Proposition 3.2. Assume some recognizable language L � IM+1 � IM+2 . If L has theFPP, then L� is recognizable because of the closure properties of recognizable trace languages.Conversely, assume that L� is recognizable. Then, so is L+ = L� n �. Furthermore, we haveL+ � IM+1 � IM+2 . By Proposition 4.1 applied on L+, there is some integer l � 1 such that wehave Gen(L+)1;:::;l = Gen(L+)+ = L+.Since Gen(L+) � L, we have Gen(L+)1;:::;l � L1;:::;l. Thus, L+ � L1;:::;l, i.e., L+ = L1;:::;l.Consequently, L� = L0;:::;l, i.e., L has the FPP. 2



10 4. AN IMPORTANT SPECIAL CASE4.1 A Classi�cation of Non-Empty, Finite SemigroupsIn this part, we classify non-empty, �nite semigroups using ideals and left ideals. This classi�cationplays a crucial role in the proof of Proposition 4.1.Ideal theory originates from J.A. Green and other pioneers in semigroup theory. We recall somenotions in a way that the reader does not require previous knowledge in semigroup theory (see e.g.[4, 14] for more information).As already said, a semigroup is a set together with a binary associative operation. A subset Hof a semigroup S is a subsemigroup of S if and only if H2 � H . We call a subset U � S a leftideal of S if and only if SU � U . We call a subset J � S an ideal of S if and only if JS � J andSJ � J . Every semigroup has itself and the empty set as ideals. Every ideal is a left ideal andevery left ideal is a subsemigroup. We call a left ideal U � S (ideal J � S) proper if and only ifU (resp. J) is non-empty and di�erent from S. The intersection and the union of two left ideals(resp. ideals) yield left ideals (resp. ideals).Now, we introduce a notion and a lemma which will help us to prove the completeness of theclassi�cation. Assume some non-empty, �nite semigroup Q. Assume some ideal J � Q with J 6= Q.We call a left ideal U � Q J-minimal if and only if we have J � U and there is not any left ideal U 0with J � U 0 � U . The intersection of two di�erent J-minimal left ideals U and V contains J . If Jis properly contained in the left ideal U \ V , then, one of the left ideals U or V is not J-minimal,because J � (U\V ) � U or J � (U\V ) � V . Consequently, U \ V = J . If J = ;, we shortly sayminimal instead of ; -minimal.Lemma 4.2 Assume a non-empty, �nite semigroup Q and an ideal J 6= Q. Then, the union of allJ-minimal left ideals yields an ideal of Q.Proof. There is at least one left ideal properly containing J , namely Q itself. Hence, there is alsosome smallest left ideal which contains J properly.Let J 0 be the union of all J-minimal left ideals. Then, J 0 is a left ideal with J � J 0. We haveto show J 0Q � J 0. It is su�cient to prove that for every J-minimal left ideal L and for everyelement q 2 Q, the set J [ Lq yields J or some J-minimal left ideal (and thus, J [ Lq � J 0).Just assume J � (J[Lq).Because L is a left ideal, we have QL � L. Thus, we have QLq � Lq. Therefore, Lq and J [Lqare left ideals of Q.Now, we show by a contradiction that J [ Lq is J-minimal. Just assume a left ideal K suchthat we have J � K � (J [Lq). We de�ne a set K0 by K0 := fx 2 L j xq 2 Kg. We show theproper inclusions J � K 0 � L.We have J � L and Jq � J � K. Hence, we have J � K0. We show that the inclusion J � K 0is strict: There is some p 2 K n J . Then, p 2 Lq. Hence, there is some p0 2 L with p = p0q.We have p0 62 J , because J is an ideal and p = p0q 62 J . However, p0 2 K 0.The inclusion K 0 � L is obvious. There is some r 2 (J [ Lq) nK. Then, we have r 2 Lq n J .Thus, there is some r0 2 L with r0q = r. Then, r0 62 K 0, i.e., we have K 0 � L.We show that K 0 is a left ideal. Just assume some x 2 K0 and some y 2 Q. We have yx 2 L,because x belongs to L which is a left ideal. Further, we have yxq 2 K, because xq belongs to theleft ideal K. Thus, we have yx 2 K0.Hence, the setK 0 is a left ideal with J � K0 � L, i.e., L is not J-minimal. This is a contradiction,such that the assumed left ideal K does not exist. Thus, J [ Lq is a J-minimal left ideal. 2Now, we can give the classi�cation of �nite semigroups:



4.1 A Classi�cation of Non-Empty, Finite Semigroups 11Proposition 4.3 Every non-empty, �nite semigroup Q satis�es one of the following assertions:(A) Q has not any proper left ideal.(B) Q has two proper left ideals U , V such that U [ V = Q and U \ V is an ideal of Q.(C) Q has an ideal J such that QnJ yields a singleton frg with r2 2 J.(D) Q has a proper ideal J and a subsemigroup H such that J \H = ; and J [H = Q.Proof. Assume that Q does not have any proper ideal. If Q does not have a proper left ideal, itsatis�es assertion (A). If Q has a proper left ideal, we apply Lemma 4.2 with J = ;. The union ofall minimal left ideals of Q yields an ideal of Q. Because Q does not have proper ideals, the unionof all minimal left ideals of Q yields Q itself. Now, assume that Q has exactly one minimal leftideal. Then, this minimal left ideal is Q itself. Thus, the semigroup Q does not have proper leftideals, which is a contradiction. Hence, Q has at least two minimal left ideals. Let U be a minimalleft ideal and let V be the union of all other minimal left ideals of Q. Then, U and V are twodisjoint left ideals and their union yields Q. Thus, Q satis�es assertion (B), because the empty setis an ideal.Now, assume Q has a proper ideal. Let J be a proper ideal of Q such that there is not any idealJ 0 with J � J 0 � Q. Such an ideal exists because Q is �nite and Q has at least one proper ideal.We show that Q and J satisfy assertion (B), provided that they contradict assertion (C) and (D).Since J is proper, there is some r 2 QnJ . Then, QnJ = frg implies assertion (C) or (D),depending on whether r2 2 J or r2 = r. Hence, QnJ contains at least two elements.Because QnJ is not a subsemigroup of Q, there are p; q 2 QnJ such that pq 2 J . We haveJ [ Qq = J [ �J [ fpg [ QnJ nfpg�q = J [ Jq [ fpqg [ �QnJ nfpg�q. The sets Jq and fpqgare contained in J such that we have J [ Qq = J [ �Q n J n fpg�q.Now, we have ���J [ Qq��� = ���J [ (QnJ nfpg)q��� � ���J���+ ���(QnJ nfpg)q��� � ���J���+ ���QnJ nfpg���.We have p 2 Q nJ , and thus, ���J���+���Q nJ n fpg��� < ���J���+���Q nJ��� = ���Q���. Hence, we have ���J [Qq���< ���Q���.Therefore, we have the proper inclusion J [Qq � Q.We show the existence of some left ideal U 0 of Q with J � U 0 � Q. Assume that Qq is not asubset of J . Then, the union J [ Qq yields the desired left ideal U 0. Assume that Qq � J . Then,the set J [fqg is the desired left ideal U 0. The inclusion (J[fqg) � Q is proper since QnJ containsat least two di�erent elements.Now, we can apply Lemma 4.2. The union of all J-minimal left ideals of Q yields an ideal. Thisideal properly contains J . The only ideal properly containing J is Q itself. Hence, the union of allJ-minimal left ideals yields Q itself.Assume there is exactly one J-minimal left ideal. Then, this J-minimal left ideal is Q itself.However, Q cannot be a J-minimal left ideal, because we have shown that there is some left idealU 0 with J � U 0 � Q. Therefore, there are at least two di�erent J-minimal left ideals.Now, let U be a J-minimal left ideal and let V be the union of all other J-minimal left ideals.Then, U and V are the desired left ideals in assertion (B). 2Every proper ideal is also a proper left ideal. Thus, if some non-empty, �nite semigroup Q satis�esone of the assertions (B), (C), or (D), then it cannot satisfy assertion (A). However, the assertions(B), (C), and (D) are not exclusive.



12 4. AN IMPORTANT SPECIAL CASE4.2 Product AutomataIn this part, we deal with a special kind of automata. We adapt the notion of IM-automata fromPart 2.3. We use ideas from the proof of Mezei's Theorem (cf. [1, 9]).Assume four semigroups S1; S2; S01, and S02. Assume two homomorphisms g : S1 ! S 01 andh : S2 ! S02. We de�ne a homomorphism �gh� from S1 � S2 to S01 � S 02 componentwise: For every�pq� 2 S1 � S2, �gh��pq� yields �g(p)h(q)�. The homomorphism �gh� is a surjection from S1 � S2 to S 01 � S02if and only if both g and h are surjective homomorphisms from S1 to S01 and S2 to S02, respectively.Whenever we deal with a cartesian product of two semigroups S1 and S2, we denote the canonicalprojections by �1 : S1 � S2 ! S1 and �2 : S1 � S2 ! S2. As an exercise, one can verify that thehomomorphisms h ��2 and �2 � �gh� from S1 � S2 to S02 are identical.We still assume the trace monoids IM1 and IM2 from the beginning of Section 4. Note that theprojection �1 (resp. �2) from IM1 � IM2 to IM1 (resp. IM2) is �A1 (resp. �A2).A product automaton A over IM1 � IM2 is a quintuple [P;R; g; h; F ], where� P and R are non-empty, �nite semigroups,� g and h are surjective homomorphisms g : IM1 ! P , h : IM2 ! R,� F is a subset of P �R.We can regard every product automaton [P;R; g; h; F ] as an IM1� IM2-automaton �P � R; �gh�; F �.A product automaton A de�nes a recognizable language by L(A) = �gh��1(F ). This means thata trace t 2 IM1 � IM2 belongs to L(A) if and only if we obtain a pair in F when we apply g andh on the �rst and second compound of t, respectively. Let us assume that L(A) is closed underconcatenation. Then, because �gh� is a surjective homomorphism, F is a subsemigroup of P � R.Similarly, �1(F ) and �2(F ) are subsemigroups of P and R, respectively.We are going to use product automata to prove assertions on recognizable languages in IM1�IM2.Therefore, we have to show that every recognizable language T � IM1� IM2 is the language of someproduct automaton.Lemma 4.4 Assume a recognizable language T � IM1� IM2. There is a product automaton for T .Proof. By Mezei's Theorem, there is some integer n and recognizable languages T1; : : : ; Tn � IM1and T 01; : : : ; T 0n � IM2 such that T = �T1T 01� [ : : :[ �TnT 0n�For i 2 f1; : : : ; ng, let [Pi; gi; Fi] (resp. [Ri; hi; F 0i ]) be an automaton for Ti (resp. T 0i). We can freelyassume Pi = Pj , gi = gj , Ri = Rj , and hi = hj for any 1 � i � j � n. Further, we can assume thatg1 and h1 are surjective homomorphisms from IM1 to P1 and IM2 to R1, respectively. Then, T isthe language of the product automaton [P1; R1; g1; h1; F ] with F = �F1F 01� [ : : :[ �FnF 0n�. 2We examine connections between product automata and ideal theory. Assume a recognizablelanguage T � IM1� IM2 which is closed under concatenation. Assume further a product automatonA = [P;R; g; h; F ] for T . Let us denote �2(F ) by Q. Then, Q is a subsemigroup of R. We canverify that Q = h ��2(T ) = �2 � �gh�(T ). Assume some subsetW � Q. We de�ne a language TW byTW = f t 2 T j h ��2(t) 2 W gWe obviously have TW � T . Some trace t 2 IM1 � IM2 belongs to TW if and only if we have�gh�(t) 2 F \ (P �W ).



4.3 A Special Case of Proposition 4.1 13Proposition 4.5 Assume a non-empty, concatenation closed language T � IM1 � IM2. Assumea product automaton A = [P;R; g; h; F ] for T . Let Q denote �2(F ). For every subset W � Q,the product automaton AW = [P;R; g; h; F \ (P � W )] de�nes TW . If W is a non-empty subset(resp. subsemigroup, left ideal, ideal) of Q, then the language TW is a non-empty subset (resp.subsemigroup, left ideal, ideal) of T .Proof. The quintuple AW is a product automaton. For every t 2 TW , we have �gh�(t) 2 F and�gh�(t) 2 P �W . Thus, we have �gh�(t) 2 F \ (P �W ). Hence, TW � L(AW ).Conversely, let t 2 L(AW ). Then, we have �gh�(t) 2 F and �gh�(t) 2 (P �W ). Hence, t 2 T andh ��2(t) 2W , i.e., t 2 TW . Thus, L(AW ) � TW .Let f : T ! Q be the restriction of h � �2 to T . Then, f is a surjection from T to Q andTW = f�1(W ). If W is a non-empty subset (resp. subsemigroup, left ideal, ideal) of Q, so is itspreimage TW under f . 24.3 A Special Case of Proposition 4.1In the following three parts, we prove Proposition 4.1: Assume some concatenation closed, recog-nizable language T � IM+1 � IM+2 . The set of generators of T has the FPP.Proposition 4.1 is obviously true if the language T is empty. Thus, we just need to prove it fornon-empty languages T . The general structure of the proof is the following: By Lemma 4.4, thereis a product automaton A = [P;R; g; h; F ] for T . We denote �2(F ) by Q. Because T is non-empty,Q is non-empty. We apply Proposition 4.3 on Q. Therefore, the proof of Proposition 4.1 consistsof four cases. In this part, we deal with the case that Q does not have proper left ideals. Afterthat, in Part 4.4, we deal with the cases that Q ful�lls one of the assertions (B), (C), or (D) inProposition 4.3. We will do this by an induction on the number of elements of Q. In Part 4.5, wesummarize the results to prove Proposition 4.1. Now, we consider case (A):Proposition 4.6 Assume a non-empty, concatenation closed language T � IM+1 � IM+2 which isrecognized by a product automaton [P;R; g; h; F ], such that the semigroup �2(F ) does not haveproper left ideals. Then, Gen(T ) has the FPP. Moreover, we have T = Gen(T )1;:::;j�2(F )j+1.At �rst, we need a technical result on �nite semigroups without proper left ideals:Lemma 4.7 Assume a non-empty, �nite semigroup Q which has not any proper left ideal. Then,for every elements p; p0; q 2 Q, the equality pq = p0q implies p = p0.Proof. Just assume p; p0; q 2 Q such that pq = p0q and p 6= p0. We have QQ � Q, and thus,QQq � Qq such that Qq is a left ideal. Further, Qq yields a proper left ideal of Q, because theresult of the product pq \occurs twice", such that at least one element of Q cannot occur in Qq. 2Now, we introduce the notion of the most oblique cut. We assume a language T as in Proposition 4.6.Assume some traces t; t1; s1 2 T . We call the pair (t1; s1) a most oblique cut of t if and only ift = t1s1 and for every traces t01; s01 2 T with t = t01s01 we have either� j�1(t01)j > j�1(t1)j or� j�1(t01)j = j�1(t1)j and j�2(t01)j � j�2(t1)j.Intuitively, we can understand the de�nition as follows. We try to factorize t 2 T into two tracest1; s1 2 T . We try to do this in a way that the �rst compound of t1 is small, but, the secondcompound of t1 is big. A most oblique cut of some trace t 2 T exists if and only if t 62 Gen(T ).



14 4. AN IMPORTANT SPECIAL CASELemma 4.8 Assume t; t1; s1 2 T such that (t1; s1) is a most oblique cut of t. Then, t1 2 Gen(T ).Proof. Just assume that t1 62 Gen(T ). Then, there are two traces t1a; t1b 2 T such that t = t1at1b.We can factorize t into t1a and t1bs1. We have t1a; t1bs1 2 T . Further, �1(t1a) contains properlyless letters than �1(t1), since �1(t1b) 6= �. This contradicts that (t1; s1) is a most oblique cut. 2We can factorize every trace t 2 T into generators by successive most oblique cuts. We factorizet into a generator t1 and a trace s1 in T . Then, we factorize s1 by a most oblique cut and so on,until a most oblique cut yields two generators. This iterative factorization terminates, because \theremaining part of t" becomes properly shorter in every most oblique cut.Proof of Proposition 4.6. Assume some trace t 2 T . We denote by Q the semigroup �2(F ).We show that a factorization of t by successive most oblique cuts yields a factorization of t into atmost jQj+ 1 generators of T .We factorize t into generators of T by successive most oblique cuts. We obtain an integern � 0 and generators t1; : : : ; tn of T such that t1 : : : tn = t. For every i 2 f1; : : : ; n � 1g, the pair(ti; ti+1 : : : tn) is a most oblique cut of ti : : : tn.We introduce two notations. For every i 2 f1; : : : ; ng, we de�ne ui = �1(ti) and vi = �2(ti),i.e., we have ti = �uivi�. For every i 2 f1; : : : ; ng, we have h(vi) 2 Q, because t1; : : : ; tn 2 T .We show by a contradiction that n � jQj+ 1. Assume n > jQj+ 1.By h(vi+1 : : : vn) = h(vi+1) : : :h(vn) 2 Q for 1 � i < n and n�1 > jQj, we get the existence of1 � i < j < n such that h(vi+1 : : :vn) = h(vj+1 : : :vn).Then, h(vi) �Q h(vi+1 : : :vn) = h(vi : : :vn) = h(vi : : :vj) �Q h(vj+1 : : :vn). Since Q does not haveproper left ideals, we can apply Lemma 4.7 and get h(vi) = h(vi : : :vj).By ti 2 T , we have �gh��uivi� 2 F . Because of h(vi) = h(vi : : :vj), we get �gh�� uivi:::vj� 2 F , and thus,� uivi:::vj� 2 T . Similarly, ti+1 : : : tn 2 T implies �gh��ui+1:::unvi+1:::vn � 2 F . By h(vi+1 : : : vn) = h(vj+1 : : :vn),we have �gh��ui+1:::unvj+1:::vn� 2 F , and hence, �ui+1:::unvj+1:::vn� 2 T .Therefore, � uivi:::vj� and �ui+1:::unvj+1:::vn� are a factorization of ti : : : tn into two traces from T . Since(ti; ti+1 : : : tn) is a most oblique cut of t and �1� uivi:::vj� = �1(ti), we obtain j�2� uivi:::vj�j � j�2(ti)j.Hence, jvi : : :vj j � jvij. Because vi is a pre�x of vi : : :vj , we have jvi : : :vj j = jvij. Consequently,vi+1 : : :vj = �. This is a contradiction, because every trace in T contains at least one letter from A2.Finally, our assumption n > jQj+ 1 lead us to a contradiction. Hence, we have n � jQj+ 1. 2The method of most oblique cuts is a very suitable method to prove Proposition 4.1 in the case thatthe semigroup Q does not have proper left ideals. Let us consider an example where this methodfails: Let T = �ab� [ f �anbm� jn � 2; m � 2 g � a�� b�. The language T satis�es all presumptions ofProposition 4.1. However, we cannot prove that Gen(T ) has the FPP by factorizations with mostoblique cuts. For every n � 1, the application of successive most oblique cuts factorizes the trace�anbn� 2 T into �ab� : : : �ab�, i.e., we obtain n generators. Hence, the number of generators which weobtain by successive most oblique cuts is unlimited.4.4 The Remaining Cases of Proposition 4.1We prove the remaining cases of Proposition 4.1 by an induction on the number of elements in Q.In the case that Q is a singleton, we already know by Proposition 4.6 that Proposition 4.1 is truefor T , because the singleton semigroup does not have proper left ideals. We show:



4.4 The Remaining Cases of Proposition 4.1 15Proposition 4.9 Let n>1. Assume that Proposition 4.1 holds for every non-empty, concatenationclosed language T 0 � IM+1 � IM+2 which is recognized by a product automaton [P 0; R0; g0; h0; F 0] withj�2(F 0)j < n. Let [P;R; g; h; F ] be a product automaton for a language T such that� T is a non-empty, concatenation closed language in IM+1 � IM+2 ,� j�2(F )j = n, and,� �2(F ) satis�es one of the assertions (B), (C), or (D) in Proposition 4.3.Then, Gen(T ) has the FPP.Proof. We denote Q = �2(F ). If Q satis�es assertion (B), then we denote J = U \ V . Hence,there is an ideal J of Q regardless of which assertion of (B), (C), or (D) Q satis�es.We examine the language TJ = f t 2 T j h ��2(t) 2 J g. If J = ;, then TJ = ;. Now, assumethat J 6= ;. Since the ideal J is a subsemigroup of Q, by Proposition 4.5, TJ is concatenationclosed. Further TJ is an ideal of T . Also by Proposition 4.5, TJ is recognizable. More precisely, theproduct automaton AJ = [P;R; g; h; F \ (P � J)] de�nes TJ . Clearly, �2(F \ (P � J)) yields J .We have j�2(F \ (P � J))j < jQj = n. By the inductive hypothesis, there is some integer lJ suchthat TJ = Gen(TJ)1;:::;lJ .We show in two steps that Gen(T ) has the FPP: At �rst, we show that there is some l > 0such that T nTJ � Gen(T )1;:::;l. Then, we show TJ � Gen(T )1;:::;3llJ .Fact 4.10 There is an integer l > 0 such that T nTJ � Gen(T )1;:::;l.Note that if we factorize any trace t 2 TnTJ into some traces of T , then not any factor does belongto the ideal TJ . Otherwise, t would belong to TJ . To prove Fact 4.10, we branch into three casesdepending on which assertion Q satis�es.At �rst, assume that Q satis�es assertion (C). Then, we set l = 1. We show T n TJ � Gen(T )1by a contradiction. Assume some t 2 T nTJ with t 62 Gen(T ), i.e., there are t1; t2 2 T with t = t1t2.As mentioned above, we have t1; t2 62 TJ . Thus, h��2(t1) = h��2(t2) = r and h��2(t1t2) = r2 2 J ,i.e., t 2 TJ . This is a contradiction.Assume that Q satis�es assertion (D). By Proposition 4.5 (as for TJ), TH is a non-empty,recognizable, and concatenation closed subset of T . Moreover TJ\TH = ;, i.e., T nTJ = TH . By theinductive hypothesis, since jH j = jQj � jJ j < n, there is an lH > 0 such that TH = Gen(TH)1;:::;lH .We have Gen(TH) � Gen(T ). Indeed, assume some t 2 Gen(TH) with t 62 Gen(T ). Then, thereare t1; t2 2 T with t = t1t2. As above, t1; t2 62 TJ , i.e., t1; t2 2 TH . This contradicts t 2 Gen(TH).Thus, we have TH = Gen(TH)1;:::;lH � Gen(T )1;:::;lH and Fact 4.10 is true for l = lH .At last, assume that Q satis�es assertion (B). As in the previous cases, TU and TV are non-empty, recognizable, and concatenation closed subsets of T . Further, TU and TV are left idealsof T . By the inductive hypothesis, since jU j < jQj and jV j < jQj, we have two integers lU ; lV > 0such that TU = Gen(TU)1;:::;lU and TV = Gen(TV )1;:::;lV .We have U [ V = Q and U \ V = J . For every t 2 T , we have h ��2(t) 2 U or h ��2(t) 2 V .Thus, TU [ TV = T . Further, for every t 2 T , we have h � �2(t) 2 J if and only if h ��2(t) 2 Uand h ��2(t) 2 V . Hence, we have TU \ TV = TJ .To show Fact 4.10, it su�ces to show TUnTJ � Gen(T )1;:::;lU lV+lU . Then, we accordingly obtainTV nTJ � Gen(T )1;:::;lU lV+lV such that Fact 4.10 is true for l = lU lV + max(lU ; lV ).We show TU nTJ � Gen(T )1;:::;lU lV +lU . Assume some t 2 TU nTJ .



16 4. AN IMPORTANT SPECIAL CASECase 1: t 2 Gen(TU)nTJClearly, t 62 TV . If we factorize t into some traces in T , no factor belongs to the ideal TJ , i.e.,no factor belongs to both TU and TV .The trace t is not necessarily a generator of T . If t 2 Gen(T ), then we are done. So assumethat t 62 Gen(T ). There are some x 2 T and some y 2 Gen(T ) with xy = t. Assume y belongsto the left ideal TV . Then, xy 2 TV . This is a contradiction. Thus, y 2 TU . Assume x 2 TU .Then, xy = t contradicts t 2 Gen(TU). Hence, x 2 TV and y 2 TU .We deal with x. There are some k � lV and x1; : : : ; xk 2 Gen(TV ) such that x1 : : : xk = x.We show by a contradiction that x1; : : : ; xk 2 Gen(T ). Just assume some i 2 f1; : : : ; kg suchthat xi can be factorized into two traces x0i; x00i 2 T . Assume that x00i 2 TU . Then, xi 2 TU ,which is a contradiction. Hence, x00i 2 TV . Now, assume that x0i 2 TV . Then, xi is not agenerator of TV . Thus, we have x0i 2 TU and x00i 2 TV . However, this yields a contradiction:We factorize t into x1 : : : xi�1x0i and x00i xi+1 : : : xky. Both factors belong to TU , because x0iand y belong to the left ideal TU . Hence, t 62 Gen(TU) which is a contradiction.The assumption that some trace among x1; : : : ; xk is not a generator of T yields a contra-diction. Thus, we have by x1; : : : ; xk; y a factorization of t into generators of T . Hence,t 2 Gen(T )1;:::;lV+1.Case 2: t 2 TU nTJThere are a k � lU and t1; : : : ; tk 2 Gen(TU) such that t1 : : : tk = t. The generators t1; : : : ; tkcannot belong to TJ . By case 1, we have t1; : : : ; tk 2 Gen(T )1;:::;lV+1. Because k � lU , wehave t 2 Gen(T )1;:::;lU lV+lU .This completes the proof of Fact 4.10. If J = ;, then T = T n TJ and Fact 4.10 just proves thatGen(T ) has the FPP. If J 6= ;, then it remains to prove the following fact:Fact 4.11 If TJ 6= ;, then we have Gen(TJ) � Gen(T )1;:::;3l, and thus, TJ � Gen(T )1;:::;3llJ .For the proof of this fact, assume some t 2 Gen(TJ). Assume traces t1; t2; t3 2 T [ � such thatt1t2t3 = t, t1; t3 2 (T nTJ) [ �, and t2 2 TJ [ �.There are traces t1; t2; t3 which ful�ll these conditions: t1 = �, t2 = t, t3 = �. However, we choosea triple t1; t2; t3 such that jt2j is minimal.We have t1; t3 2 Gen(T )0;:::;l. If t2 2 Gen(T ) [ �, then t 2 Gen(T )1;:::;2l+1 � Gen(T )1;:::;3l.If t2 62 Gen(T ) and t2 6= �, we can factorize t2 into t02t002 with t02; t002 2 T . Observe that we cannothave t1t02 2 TJ and t002t3 2 TJ , because this contradicts t 2 Gen(TJ). If both t1t02 and t002t3 belongto T nTJ , then t 2 Gen(T )1;:::;2l. If t1t02 2 T nTJ and t002t3 2 TJ , then t002 62 TJ , otherwise t1t02, t002 , andt3 contradict the choice of t1, t2, t3, because jt002j < jt2j. Thus, t1t02, t002 and t3 belong to T n TJ andt 2 Gen(T )1;:::;3l. Similarly, if t1t02 2 TJ and t002t3 2 T n TJ , we also have t 2 Gen(T )1;:::;3l.Therefore, we have Gen(TJ) � Gen(T )1;:::;3l, and thus, TJ � Gen(T )1;:::;3llJ . Finally, Fact 4.10and 4.11 together show that T � Gen(T )1;:::;3llJ , i.e., Gen(T ) has the FPP. 24.5 Completion of the ProofProof of Proposition 4.1. The proposition is obviously true if T is the empty set. As a conclusionof Proposition 4.6, Proposition 4.1 holds for every concatenation closed language T � IM+1 � IM+2 ,if there is a product automaton [P;R; g; h; F ] for T such that �2(F ) is a singleton.Assume some integer n > 1. Assume that Proposition 4.1 is true for every concatenation closedlanguage T 0 � IM+1 �IM+2 , if there is a product automaton [P 0; R0; g0; h0; F 0] for T 0 with j�2(F 0)j < n.



17Now, let T be a concatenation closed language in IM+1 �IM+2 recognized by a product automaton[P;R; g; h; F ] with �2(F ) = n. Then, by Proposition 4.3, the semigroup �2(F ) satis�es one ofthe assertions (A), (B), (C), or (D) such that we can apply one of the Propositions 4.6 and 4.9,respectively. 25 Inductions on Independence Alphabets5.1 Connections in Non-Connected MonoidsThis section is devoted to the proofs of Proposition 3.3 and 3.4. Assume two disjoint trace monoidsIM(A1; I1) and IM(A1; I2). We abbreviate them by IM1 and IM2, respectively. Further, we denoteIM(A1; I1)n� and IM(A2; I2)n� by IM+1 and IM+2 , respectively. Assume a recognizable languageT � IM1 � IM2. We need a particular construction. We denote:WT = T ��A1T ��A2�T \ (IM+1 � IM+2 )�T ��A1T ��A2 [ (T n�)+�A1(T n�)+�A2 :We have WT � IM+1 � IM+2 and it is easy to verify that W+T = T � \ (IM+1 � IM+2 ). Hence, we haveT � = T ��A1 [T ��A2 [W �T . Now, we state two facts that give characterizations for the recognizabilityof T � and the �nite power property of T .Fact 5.1 The language T � is recognizable if and only if T ��A1 , T ��A2 , and W �T are recognizable.Proof. Recognizability of T ��A1 , T ��A2 , and W �T clearly implies recognizability of their union T �.Conversely, assume T � is recognizable. Then, W+T = T � \ (IM+1 � IM+2 ), and thus, W �T are recog-nizable. Further, T ��A1 and T ��A2 are recognizable as we have seen in Part 2.4. 2Fact 5.2 The language T has the FPP if and only if T�A1, T�A2, and WT have the FPP.Proof. Assume that T has the FPP, i.e., assume some integer n such that T � = T 0;:::;n. As seenin Part 2.4, T�A1 and T�A2 have the FPP. Now, let t 2 W+T � T+. There exists an integer mwith 1 � m � n and traces t1; : : : ; tm 2 (T n�) such that t = t1 : : : tm. Every ti belongs either toT�A1 [ T�A2 or to T \ (IM+1 � IM+2 ). Let k be the number of traces among t1; : : : ; tn which belongto IM+1 � IM+2 . If k = 0, then t = t1 : : : tm 2 T+�A1T+�A2 � WT . Otherwise, t 2 W kT . Consequently,W+T = W 1;:::;nT , i.e., WT has the FPP.Conversely, assume that T�A1 , T�A2 , and WT have the FPP and let n � 1 be an integer suchthat T ��A1 = T 0;:::;n�A1 , T ��A2 = T 0;:::;n�A2 , and W �T = W 0;:::;nT . We haveWT = T 0;:::;n�A1 T 0;:::;n�A2 �T \ (IM+1 � IM+2 )�T 0;:::;n�A1 T 0;:::;n�A2 [ (T n�)1;:::;n�A1 (T n�)1;:::;n�A2 � T 1;:::;4n+1:Then, W �T = W 0;:::;nT � T 0;:::;(4n+1)n. Hence, we have T � � T 0;:::;(4n+1)n, i.e., T � = T 0;:::;(4n+1)n. 2Proving Proposition 3.3 means to show the equivalence of the following four assertions, providedthat both the star problem and the FPP are decidable in both IM1 and IM2:1. The star problem is decidable in IM1 � IM2.2. The star problem is decidable for recognizable subsets of IM+1 � IM+2 .3. The FPP is decidable for recognizable subsets of IM+1 � IM+2 .4. The FPP is decidable in IM1 � IM2.



18 5. INDUCTIONS ON INDEPENDENCE ALPHABETSProof of Proposition 3.3. We have (2),(3) by Proposition 3.2. Further, we have (1))(2) and(4))(3), because (2) and (3) are special cases of (1) and (4), respectively.To show (2))(1), assume some recognizable language T � IM1 � IM2. We apply Fact 5.1.We determine whether T ��A1 and T ��A2 are recognizable. If one of these sets is not recognizable,then we are done. If both T ��A1 and T ��A2 are recognizable, then WT is also recognizable. Then,we can decide whether W �T is recognizable, because we presume (2).We can show (3))(4) in the same way by Fact 5.2. 2Now, we prove Proposition 3.4. Assume some trace monoid IM(A; I) with a decidable star problemand a decidable FPP. Further, assume some letter b 62 A. We denote IM(A; I) and IM(A; I)n� byIM and IM+, respectively. To show Proposition 3.4, we have to show that both the star problemand the FPP are decidable in IM� b�.In the special case that IM is a free monoid, Proposition 3.4 was already obtained by P. Gastin,E. Ochma�nski, A. Petit, and B. Rozoy [11]. G. Richomme adapted it to arbitrary trace monoids IMwith a decidable star problem and a decidable FPP [29]. We follow [29], but we simplify the proofby applying Proposition 3.3. Indeed, to show Proposition 3.4, we just need to show that the FPPis decidable for recognizable languages T � IM+ � b+.For any language T � IM+ � fbg+, we denote by Inf(T ) the set fu 2 �A(T ) j � ubm� 2 T forin�nitely many integers mg. Observe that Inf(T ) is recognizable if T is recognizable. Indeed, inthis case, we can apply Mezei's Theorem and �nd some recognizable subsets L1; : : : ; Ln � IM+and some recognizable sets L01; : : : ; L0n � b+ such that T is the union of Li � L0i for i 2 f1; : : : ; ng:Inf(T ) is then the union of the Li for i such that L0i is in�nite, i.e., Inf(T ) is recognizable. We adaptProposition 4.3 in [11]:Lemma 5.3 Let T � IM+ � fbg+ be a recognizable language. The set T has the FPP if and onlyif �A(T ) has the FPP and there exists an integer s such that �A(T )s � �A(T )�Inf(T )�A(T )�.Proof. At �rst, we consider some preliminary facts. The lemma is true for T = ; such that wecan assume that T 6= ;. Consider an automaton [Q; h; F ] recognizing T . Consider the sequenceh����, h��b�, h��b2�,: : :By pumping arguments, there is some integer 1 � m � jQj such that for everyinteger k � jQj, we have h� �bk�m� = h� �bk� = h� �bk+m�. Consequently, for every u 2 IM and everyk � jQj, � ubk� 2 T implies � ubk�m� 2 T and � ubk�� �bm�� � T . Then, u 2 Inf(t).Assume some u 2 �A(T ) n Inf(T ). There is some k > 0 with � ubk� 2 T . We also have k < jQj.Otherwise, we could conclude by pumping that u 2 Inf(t). Now, the following fact is immediate:Fact 5.4 For every u 2 �A(T ), there exists an integer 1 � k < jQj such that � ubk� 2 T .Moreover, if u 2 Inf(T ), then � ubk�� �bm�� � T .Assume that T has the FPP, i.e., there is some integer n such that T � = T 0;:::;n. Then, �A(T )also has the FPP. We show that �A(T )s � �A(T )�Inf(T )�A(T )� for s = njQj + 1. Assumesome u 2 �A(T )s. There are traces t1; : : : ; ts 2 T and some v 2 b+ such that t1 : : : ts = �uv�.We have jvj � s > njQj. Because T has the FPP, we can factorize t into traces t01; : : : ; t0n0 2 Tfor some n0 � n. Because jvj > njQj, there is some trace t0i among t01; : : : ; t0n0 with j�b(t0i)j > jQj.Because of the pumping arguments mentioned above, we have �A(t0i) 2 Inf(T ). Then, we haveu = �A(t01 : : : t0i�1)�A(t0i)�A(t0i+1 : : : t0n0) 2 �A(T )�Inf(T )�A(T )�.Conversely, assume that �A(T )� � �A(T )0;:::;n and �A(T )s � �A(T )�Inf(T )�A(T )� for someintegers n � 1; s � 1. We have �A(T )s;:::;1 � �A(T )�Inf(T )�A(T )�. Hence, we can freely assumethat s > (2n+ 1)jQj. We show another fact:



5.2 Connections in Connected Monoids 19Fact 5.5 For every t 2 T s, there is some trace t0 2 T 1;:::;s�1 such that �A(t) = �A(t0),jtjb < jt0jb, and t0� �bm�� � T 1;:::;s�1.Let write t = �uv� for some u 2 IM+ and v 2 b+. Note that jvj � s. We can factorize uinto u1; u2; u3 with u1; u3 2 �A(T )� and u2 2 Inf(T ). Because �A(T ) has the FPP, wehave u1 2 �A(T )0;:::;n. Consequently, there is some trace t1 2 T 0;:::;n with �A(t1) = u1.By Fact 5.4, we can choose t1 such that j�b(t1)j < njQj. Accordingly, there is somet3 2 T 0;:::;n with �A(t1) = u1 and j�b(t3)j < njQj. Further, there is some trace t2 2 Tsuch that �A(t2) = u2, j�b(t2)j < jQj, and t2� �bm�� � T . Then, t1t2t3 is the desiredtrace t0, above.Now, we show that T has the FPP. We show that every trace in T (m+1)s belongs to T 1;:::;(m+1)s�1.Just assume some trace t 2 T (m+1)s. We can factorize t into t0; : : : ; tm 2 T s. Let t00; : : : ; t0m be thetraces which we obtain by applying Fact 5.5 on t0; : : : ; tm. For 0 � i � m, we de�ne ni = jtijb�jt0ijb.Consider the integers n0, n0+n1, : : : , n0+ : : :+nm. There are two integers 0 � i < j � m such thatn0+: : :+ni and n0+: : :+nj are equal modulo m. Hence, ni+1+: : :+nj is a multiple ofm. Thus, wehave ti+1 : : : tj 2 t0i+1 : : : t0j� �bm�� � T 1;:::;(j�i)(s�1). Consequently, t = t1 : : : tn 2 T 1;:::;(m+1)s�1. 2Based on this characterization, we can prove Proposition 3.4 (following some ideas of [11]).Proof of Proposition 3.4. By Proposition 3.3, it su�ces to show that we can decide theFPP for recognizable languages T � IM+� b+. It su�ces to show that the characterizationin Lemma 5.3 is decidable. Assume some recognizable language T � IM+ � b+. At �rst, wedetermine whether �A(T ) has the FPP. If this is not the case, we are done. Otherwise, weknow that �A(T )� is recognizable, and we still have to show how to decide whether there issome integer s with �A(T )s � �A(T )�Inf(T )�A(T )�. As already mentioned, the set Inf(T ) isrecognizable. Hence, �A(T )�Inf(T )�A(T )� is recognizable. Assume some automaton [Q; h; F ]for K = IM n�A(T )�Inf(T )�A(T )�. If we have �A(T )jQj+1 � �A(T )�Inf(T )�A(T )�, then jQj+ 1is the desired integer s. Conversely, assume �A(T )jQj+1 6� �A(T )�Inf(T )�A(T )�. Then, thereare traces u1; : : : ; ujQj+1 2 �A(T ) such that u1 : : : ujQj+1 2 K. There are two integers 1 � i <j � jQj+ 1 such that h(u1 : : :ui) = h(u1 : : :uj). Then, h yields the same value on every trace inu1 : : :ui(ui+1 : : :uj)�. We have u1 : : : ui(ui+1 : : :uj)�(uj+1 : : :ujQj+1) � K, i.e., none of these tracesbelongs to �A(T )�Inf(T )�A(T )�. On the other hand, we have u1 : : : ui(ui+1 : : : uj)nuj+1 : : : ujQj+1 ��A(T )jQj+1+(n�1)(j�i) for any integer n. Consequently, the desired integer s exists if and only if�A(T )jQj+1 � �A(T )�Inf(T )�A(T )�. We can decide this condition by standard techniques ofautomata theory. 25.2 Connections in Connected MonoidsThis section is entirely and uniquely devoted to the proof of Proposition 3.5: Assume a connectedindependence alphabet (A; I). The star problem (resp. the FPP) is decidable in IM(A; I) if and onlyif it is decidable in IM(B; I) for every strict subset B � A.Obviously, the decidability of the star problem (resp. the FPP) in IM(A; I) implies its decidabil-ity in IM(B; I) for every subset B � A. Now, consider the other direction. Assume that the starproblem (resp. the FPP) is decidable in IM(B; I) for every strict subset B � A. Further, assume arecognizable language T � IM(A; I). We can decide the star problem (resp. the FPP) in two specialcases. Firstly, if there is some letter in A which does not occur in any trace in T , then we candecide whether T � is recognizable (resp. T has the FPP), because T � IM(B; I) for some B � A.Secondly, if every trace in T contains every letter of A, i.e., if T=A = T , then T � is recognizable byProposition 2.2, and we can decide whether T has the FPP by Proposition 2.3.



20 5. INDUCTIONS ON INDEPENDENCE ALPHABETSThe idea is to use the decidability in these special cases to show decidability for arbitraryrecognizable language T � IM(A; I). To achieve this, we recall a construction1 by G. Pighizzini [28].We show by Lemma 5.6 and Fact 5.7 two technical results. Then, we state Lemma 5.8 and 5.9which give characterizations for recognizability of T � and the �nite power property of T . At last,we show that these characterizations are decidable.G. Pighizzini called a composition of A a sequence �1; : : : ; �s, s � 1 of non-empty, mutuallydisjoint subsets of A whose union yields A. Clearly, we have s � jAj. Let Comp(A) denote the setof all compositions of A. For T � IM(A; I), let X = (T �)�A andZT = [(�1;:::;�s)2Comp(A)XY�1XY�2 : : :XY�sX;where Y�i = [�i�B�AT=B for 1 � i � s. Note that alph(t) = A for every trace t 2 ZT . Hence, ZTis a connected language, since (A; I) is connected. G. Pighizzini proved that (T �)=A = Z+T [28].Here, we need a slightly stronger result, because we are not only interested in the star problem,but also in the FPP.Lemma 5.6 For any T � IM(A; I) and n � 1, (Tn)=A � Z1;:::;nT .We prove this lemma by G. Pighizzini's proof for (T �)=A = Z+T .Proof. Let Z = ZT and t 2 (Tn)=A: t = t1t2 : : : tn with ti 2 T and alph(t1t2 : : : tn) = A.If n = 1 then t 2 Z. Assume n > 1 and for every integer m, 1 � m < n, (Tm)=A � Z1;:::;m.Let denote by j1; j2; : : : ; jk the integers i such that alph(t1 : : : ti) 6= alph(t1 : : : ti�1) and further, let�r = alph(t1 : : : tjr )nalph(t1 : : : tjr�1) for 1 � r � k. By construction, if r 6= r0, then �r \ �r0 = ;and, since t1 : : : tj1�1 = �, [kr=1�r = alph(t1 : : : tjk ) = A. So (�1; : : : ; �k) is a composition of A.Observe, � 2 X and (since for all r 2 f2; : : : ; kg, alph(tjr�1+1 : : : tjr�1) � A) tjr�1+1 : : : tjr�1 2 X .Moreover, since for every r 2 f1; : : : ; kg, �r � alph(tjr) � A, we have tjr 2 Y�r . Therefore,t1 : : : tjk 2 XY�1XY�2 : : :XY�k � Z. If alph(tjk+1 : : : tn) � A, then tjk+1 : : : tn 2 X and t 2 Z.On the other hand, if alph(tjk+1 : : : tn) = A, then since 1 � jk � n � 1, by inductive hypothesis,tjk+1 : : : tn 2 Z1;:::;n�jk and thus, t 2 ZZ1;:::;n�jk � Z1;:::;n. 2Now, using the following fact, we can prove two characterizations.Fact 5.7 If T is a recognizable subset of a connected trace monoid IM(A; I) and if for every strictsubset B � A, T ��B is recognizable, then ZT is recognizable.Proof. Indeed, �rstly X = (T �)�A = [B�AT ��B is recognizable. Further, for every subset B � A,T=B is recognizable, and thus, for every subset C � A, YC = [C�B�AT=B is also recognizable.Since Comp(A) is �nite, it follows that ZT is recognizable. 2Lemma 5.8 Let IM(A; I) be a connected trace monoid. Let T � IM(A; I) be a recognizable set.The set T � is recognizable if and only if for every strict subset B � A, T ��B is recognizable.Proof. If T � is recognizable, then we have already seen in Part 2.4 that for every strict subsetB � A, T ��B is recognizable.Conversely, assume that for every strict subset B � A, T ��B is recognizable. By Fact 5.7,ZT is recognizable. Moreover, ZT is connected such that by Proposition 2.2 Z�T and Z+T = Z�T n �are recognizable. It is easy to verify that Z+T � (T+)=A, and by Lemma 5.6 it holds (T+)=A � Z+T .Hence, Z+T = (T+)=A, and thus, T � = (T �)�A [ Z+T . Consequently, T � is recognizable. 21For the same purpose, we can also consider a similar construction introduced in [29]



5.3 Decidability Equivalence 21Lemma 5.9 Let IM(A; I) be a connected trace monoid. Let T � IM(A; I) be a recognizable set.The set T has the FPP if and only if for every strict subset B � A, T�B has the FPP and ZT hasthe FPP.Proof. Assume T has the FPP, i.e., we have T � = T 0;:::;n for some integer n. We have seenin Part 2.4, for every subset B � A, T�B has the FPP. Moreover, using Lemma 5.6, we haveZ+T � (T �)=A � ([ni=1T i)=A = [ni=1(T i)=A � [ni=1Z1;:::;iT � Z1;:::;nT . Hence, Z�T = Z0;:::;nT , i.e., ZThas the FPP.Conversely, let m be an integer such that Z�T = Z0;:::;mT and for every strict subset B � A,T ��B = T 0;:::;m�B . Let X = (T �)�A. Observe X � T 0;:::;m. Moreover, for every subset � � A, Y� � Tand then ZT = [(�1;:::;�s)2Comp(A)XY�1XY�2 : : :XY�sX � [(�1;:::;�s)2Comp(A)T 1;:::;(s+1)m+s. Sincefor (�1; : : : ; �s) 2 Comp(A), we have 1 � s � jAj. If we note k = (jAj+ 1)m+ jAj, then we haveZT � T 1;:::;k. Now, let t 2 T+. If alph(t) � A, t 2 X � T 0;:::;m. If alph(t) = A, from Z+T = (T �)=A,t 2 Z+T = Z1;:::;mT � T 1;:::;mk . Thus, T � � T 0;:::;mk, i.e., T has the FPP. 2Finally, we are able to prove Proposition 3.5.Proof of Proposition 3.5. Let IM(A; I) be a connected trace monoid. If the star problem (resp.FPP) is decidable in IM(A; I), then it is decidable in IM(B; I) for every strict subset B � A, becauseevery recognizable language in IM(B; I) is also recognizable in IM(A; I).Now, assume that the star problem is decidable in IM(B; I) for every strict subset B � A.Assume a recognizable language T � IM(A; I). By Lemma 5.8, we can decide whether T � isrecognizable by deciding whether T ��B = (T�B)� for B � A is recognizable.Assume that the FPP is decidable in IM(B; I) for every strict subset B � A. We applyLemma 5.9. We check for every strict subset B � A whether T�B has the FPP. If one of thelanguages T�B for B � A does not have the FPP, then T cannot have the FPP. Otherwise, we stillhave to check whether ZT has the FPP. Because T ��B is recognizable for B � A, the language ZT isalso recognizable by Fact 5.7. Then, we can decide whether ZT has the FPP by Proposition 2.3. 25.3 Decidability EquivalenceIn this section, we prove Theorem 3.1: The star problem is decidable in some trace monoid IM(A; I)if and only if the FPP is decidable in IM(A; I).Proof of Theorem 3.1. We prove the theorem by an induction on (A; I). Assume some tracemonoid IM(A; I) with jAj = 1. Then, IM(A; I) is a free monoid in which the star problem isobviously decidable and the FPP is decidable due to [15, 30].Now, assume a trace monoid IM(A; I) such that for every strict subset B � A, either bothproblems are undecidable in IM(B; I) or both problems are decidable in IM(B; I).If there is some strict subset B � A such that both problems are undecidable in IM(B; I), thenboth problems are undecidable, and thus, equivalent in IM(A; I). Hence, we only consider the casethat both problems are decidable in IM(B; I) for every B � A.If (A; I) is connected, both problems are decidable, and thus, equivalent in IM(A; I) by Propo-sition 3.5. If (A; I) is non-connected, we can split A into two disjoint subsets A1 and A2 such thatA1 � A2 � I . Then, we can regard IM(A; I) as IM(A1; I)� IM(A2; I). We have by Proposition 3.3the equivalence of both problems in IM(A; I). 2



22 5. INDUCTIONS ON INDEPENDENCE ALPHABETS5.4 Decidability in Trace Monoids without C4In this section, we want to prove Theorem 3.6: both the star problem and the FPP are decidable intrace monoids without C4.Let us recall that a trace monoid IM(A; I) is without C4 if whatever are 4 letters a; b; c; d in A,IM(fa; b; c; dg; I) 6= fa; bg��fc; dg�. In particular, given any subset B � A, IM(B; I) is also a tracemonoid without C4.Proof of Theorem 3.6. We prove by an induction on A that the star problem and the FPP aredecidable in trace monoids without C4. For singletons A, IM(A; I) is a free monoid in which thestar problem is obvious and the FPP is decidable due to [15, 30].Now, assume a trace monoid IM(A; I) without C4. Assume further that both the star problemand the FPP are decidable in IM(B; I) for every B � A. If IM(A; I) is connected, the result animmediate conclusion from Proposition 3.5. If IM(A; I) is non-connected, since (A; I) is withoutC4, we can write A = B [ fbg with b 62 B and B � fbg � I . Then, the result is an immediateconsequence of Proposition 3.4. 25.5 A General CharacterizationIn this section, we prove Proposition 3.7 using results from Sections 5.1 and 5.2: for every recogniz-able trace language T in any trace monoid, T � is recognizable if and only if Conn(T �)[NConn(T )has the FPP.Proof of Proposition 3.7. Let IM = IM(A; I) be a trace monoid. If jAj � 1, then IM is afree monoid and each trace of IM is connected. For every recognizable language T � IM, T � isrecognizable and Conn(T �) = T � has the FPP.Assume jAj > 1 and for any strict subset B � A, the result of Proposition 3.7 is true in IM(B; I).Let T be a recognizable language in IM and ST = Conn(T �) [NConn(T ). Observe S�T = T �.1. First consider T � is recognizable. By inductive hypothesis, for every strict subset B � A,ST�B = Conn(T ��B) [ NConn(T�B) has the FPP. Let n be an integer such that for everystrict subset B � A, S�T�B = S0;:::;nT�B . Let t 2 T � = S�T . If alph(t) � A, t 2 S0;:::;nT�alph(t) � S0;:::;nT .Assume alph(t) = A. If (A; I) is connected, then t 2 Conn(T �) � ST . If (A; I) is non-connected, then we split A into two disjoint subsets A1 and A2 with A1�A2 � I . LetM+1 = IM(A1; I) n �, M+2 = IM(A2; I) n �, andWT = T ��A1T ��A2(T \ IM+1 � IM+2 )T ��A1T ��A2 [ (T n �)+�A1(T n �)+�A2as in Part 5.1. From Fact 5.1, W �T is recognizable. From Proposition 3.3, WT has the FPP,i.e., there exists an integer m � 1 such that W �T = W 0;:::;mT . Since t 2 W �T , t 2 W 0;:::;mT . Sincethe subsets ST�A1 and ST�A2 of ST have the FPP, we have WT � S0;:::;2nT TS0;:::;2nT [ S2;:::;2nT .Since T � ST ,WT � S1;:::;4n+1T and t 2 S1;:::;(4n+1)mT . Since (4n+1)m> n, S�T = S0;:::;(4n+1)mT ,i.e., ST has the FPP.2. Conversely, assume that ST has the FPP. This implies that for every strict subset B � A,the set ST�B has the FPP, and, by inductive hypothesis, T ��B is recognizable. If (A; I) isconnected, T � is recognizable from Lemma 5.8. Otherwise, Conn(T �) � T ��A. From T � = S�T ,and since there exists some n � 1 with S�T � S0;:::;nT , we obtain T � = (T ��A [ T )0;:::;n. Thelanguage T is recognizable. Since T ��A = [B�AT ��B , T ��A is also recognizable. Thus, T � isrecognizable. 2



236 On Some Ideas to Solve the Star ProblemIn this section, we examine some conjectures on the star problem and the FPP. First in Part 6.1,we generalize a result from E. Ochma�nski [26]. In this paper, the author gave two conjectures.In Part 6.2, we solve one of them showing the exact frontier of its validity. In Part 6.3, we answerpartially the second conjecture. Finally, in Part 6.4, we examine an idea from M. Latteux.6.1 Sets Containing only one Non-Connected TraceHere, we prove Proposition 3.8: In any trace monoid, the star problem and the FPP are decidablefor languages containing at most one non-connected trace. This result was already proved byE. Ochma�nski for monoids of the form A� �B� [26]. At �rst, we adapt this result and its proof tomonoids of the form IM(A1; I1)� IM(A2; I2).Lemma 6.1 Let IM1 = IM(A1; I1) and IM2 = IM(A2; I2) be two disjoint trace monoids, T1 � IM1,T2 � IM2 be languages, and t1 2 IM1, t2 2 IM2 be non-empty traces. If both T �1 and T �2 arerecognizable, then the following three assertions are equivalent in IM1 � IM2:1. (T1 [ T2 [ �t1t2�)� is recognizable.2. T �1 [ t1 and T �2 [ t2 have the FPP.3. (T1 [ T2)� [ �t1t2� has the FPP.Proof. We denote T = T1 [T2 and t = �t1t2�. We have (T [ t)� = T �(tT �)�. Further, T � [ t has theFPP if and only if there exists an integer n such that (T � [ t)� = T �(tT �)0;:::;n.(1))(2) It su�ces to show that T �1 [ t1 has the FPP. By Mezei's Theorem, there are aninteger k, and some non-empty languages K1; : : : ; Kk � IM1, and L1; : : : ; Lk � IM2 such that(T [ t)� = K1 � L1 [ : : :[Kk � Lk . Let n be an integer such that for i 2 f1; : : : ; kg we have sometrace vi 2 Li with jvij � n. Assume any trace u 2 (T �1 [ t1)�. There is some v 2 IM2 with jvj � nsuch that �uv� 2 (T [ t)�. Because jvj � n and t2 6= �, we have �uv� 2 T �(tT �)0;:::;n. Thus, we haveu 2 T �1 (t1T �1 )0;:::;n, i.e., u 2 (T �1 [ t1)0;:::;2n+1.(2))(3) By hypothesis, there is an integer n � 1 such that (T1 [ t1)� = T �1 (t1T �1 )0;:::;n�1, and(T2 [ t2)� = T �2 (t2T �2 )0;:::;n�1. We prove (T [ t)� = T �(tT �)0;:::;n3�1.It is su�cient to prove: T �(tT �)n3 � T �(tT �)0;:::;n3�1.Let s 2 T �(tT �)n3 : s = �A1(s)�A2(s). We factorize �A1(s) into y1 : : :yn2 where yi 2 T �1 (t1T �1 )nfor i 2 f1; : : : ; n2g. For i 2 f1; : : : ; n2g there exists some integer ki 2 f1; : : : ; ng, such thatyi 2 T �1 (t1T �1 )n�ki . Moreover, since the integers ki can take at most n values, there exists a valuen1 2 f1; : : : ; ng such that there are (at least) n integers i 2 f1; : : : ; n2g with ki = n1.In the same way, �A2(t) = z1 : : :zn2 with zi 2 T �2 (t2T �2 )n and there is an integer n2 2 f1; : : : ; ngsuch that for (at least) n integers i 2 f1; : : : ; n2g, we have zi 2 T �2 (t2T �2 )n�n2 .Considering n2 integers i with yi 2 T �1 (t1T �1 )n�n1 (for other i, yi 2 T �1 (t1T �1 )n), and n1 integersj with zj 2 T �2 (t2T �2 )n�n2 (for other j, zj 2 T �2 (t2T �2 )n), we get y1 : : :yn2 2 T �1 (t1T �1 )n3�n1n2 andz1 : : :zn2 2 T �2 (t2T �2 )n3�n1n2 . Thus, s 2 T �(tT �)n3�n1n2 and since n1n2 � 1, t 2 T �(tT �)0;:::;n3�1.(3))(1) The sets T �1 and T �2 are recognizable. Hence, (T1[T2)� = T �1T �2 is recognizable. Because(T1 [ T2)� [ �t1t2� has the FPP, its iteration is recognizable, i.e., (T1 [ T2 [ �t1t2�)� is recognizable. 2



24 6. ON SOME IDEAS TO SOLVE THE STAR PROBLEMNow, we prove that the star problem and the FPP are decidable for recognizable languages con-taining at most one non-connected trace.Proof of Proposition 3.8. Because of Proposition 2.2 and 2.3, the result is known for languagescontaining only connected traces, it is su�cient to prove by an induction on the independencealphabet that, for a connected recognizable trace language C and a non-connected trace t, it isboth decidable whether (C [ t)� is recognizable and whether C [ t has the FPP.Assume some independence alphabet (A; I). If jAj = 1, then IM(A; I) is a free monoid: Thereare only connected traces such that the previous questions are empty. Now, assume that jAj > 1and for every strict subset B � A, the inductive hypothesis is true in IM(B; I).Assume a connected recognizable set C and a non-connected trace t. We denote T = C [ t.Assume that (A; I) is connected. We can apply the results from Part 5.2. By Lemma 5.8,T � is recognizable if and only if for every strict subset B � A, the language T ��B is recognizable.For every B � A, we can decide recognizability of T ��B by the inductive hypothesis, because thereis at most one non-connected trace (namely t) in T�B. We de�ne the language ZT as in Part 5.2.By Lemma 5.9, T has the FPP if and only if ZT and for every strict subset B � A, the language T�Bhas the FPP. We can decide these by Proposition 2.3 and the inductive hypothesis, respectively.Now, assume that (A; I) is not connected: A = A1 [ A2 with A1 � A2 � I . At �rst, assumet 62 IM(A1; I1)+ � IM(A2; I2)+. Then, we can split T into two disjoint languages T = T�A1 [ T�A2 .We have T � = T ��A1T ��A2 . Consequently, T � is recognizable if and only if both T ��A1 and T ��A2 arerecognizable. Further, T has the FPP if and only if both T�A1 and T�A2 have the FPP. We candecide these conditions by the inductive hypothesis, because there is at most one non-connectedtrace in T�A1 and T�A2 .Assume t 2 IM(A1; I1)+� IM(A2; I2)+. We denote t1 = �A1(t) and t2 = �A2(t). Then, we haveT = T�A1 [T�A2 [�t1t2� and T � = (T ��A1 [T ��A2 [�t1t2�)�. Since T contains exactly one non-connectedtrace, namely �t1t2�, the sets T�A1 and T�A2 are connected, and thus, T ��A1 and T ��A2 are recognizablefrom Proposition 2.2. We can use Lemma 6.1: T � is recognizable if and only if both T ��A1 [ t1 andT ��A2 [ t2 have the FPP. This is decidable by the inductive hypothesis. It remains to show howto decide whether T has the FPP. By Lemma 6.1, this is the case if and only if each of the setsT�A1 , T�A2 , T ��A1 [ t1, and T ��A2 [ t2 has the FPP. Since T ��A1 and T ��A2 are recognizable, this isdecidable by inductive hypothesis. 26.2 Contradicting a Conjecture by E. Ochma�nskiIn this part, we prove Proposition 3.9, i.e., we show that for every �nite language T in some tracemonoid without P3, if T � is recognizable, then there is some trace t 2 T such that (T n t)� isrecognizable. We also show that the same assertion is false in P3.At �rst, we show a lemma concerning the star problem for �nite languages in trace monoidswithout P3.Lemma 6.2 Let IM(A; I) be a trace monoid without P3. For any �nite language T � IM, thefollowing two assertions are equivalent:1. T � is recognizable.2. For every a 2 A which occurs in some non-connected trace in T , there is a trace in a+ in T .Proof. For every three distinct letters a; b; c 2 A with aIb and bIc, we also have aIc. Otherwise,a; b; c would form a P3. Hence, we can split A into m mutually disjoint subsets A1; : : : ; Am for



6.2 Contradicting a Conjecture by E. Ochma�nski 25some integer m � 1 such that for any two distinct letters a; b 2 A, we have aIb if and only if thereis some i 2 f1; : : : ; mg such that a; b 2 Ai. For i 2 f1; : : : ; mg, the trace monoid IM(Ai; I) is totallycommutative.(1))(2) First observe that this part was already proved in a more general context in [22, Corol-lary 4.2]. In order to be self contained, we prove it. Assume that (2) is false and consider aninteger i between 1 and m. Let a be a letter in Ai which occurs in some trace in T , but not anytrace from a+ belongs to T . Since T � is recognizable, T ��Ai is recognizable. From Proposition 3.7,Conn(T ��Ai) [ NConn(T�Ai) has the FPP. This is a contradiction, because the number of occur-rences of the letter a in traces of Conn(T ��Ai) [ NConn(T�Ai) is non-zero and limited by someinteger (T is �nite).(2))(1) At �rst, we consider the case of a totally commutative monoid (m = 1). Choosesome integer n > 0 such that for every letter a which occurs in T , we have an 2 T �. Further, letk = jNConn(T )j. Because IM(A; I) is totally commutative, we have T � = NConn(T )�Conn(T )�.We show T � = NConn(T )0;:::;nk�1Conn(T )� which implies that T � is recognizable. It is su�cientto show that NConn(T )nk � NConn(T )0;:::;nk�nConn(T )�. Assume some trace t 2 NConn(T )nk.There is some s 2 NConn(T ) such that t 2 NConn(T )nk�nsn. We have sn 2 Conn(T )�, becausefor every a 2 alph(s), we have an 2 Conn(T )�. Hence, we have t 2 NConn(T )0;:::;nk�nConn(T )�.Now, consider the general case (m � 1). By inductively applying Lemma 5.8, we can show thatT � is recognizable by showing that T ��Ai is recognizable for every i 2 f1; : : : ; mg. The languagesT�Ai are subsets of totally commutative monoids such that we can apply the case shown above. 2Proof of Proposition 3.9. Assume some �nite language T in a trace monoid without P3 suchthat T � is recognizable. If T is connected, then (T n t) is connected, and from Proposition 2.2(T n t)� is recognizable for any t 2 T . So assume some non-connected trace t 2 T . Because T �is recognizable, T satis�es assertion (2) in Lemma 6.2. Thus, also T n t satis�es assertion (2) inLemma 6.2, and (T nt)� is recognizable .To contradict the assertion in any trace monoid with P3, it su�ces to give a counter examplein P3. We consider the �nite language T = f�ca� �; �c��; �aa� �; ��b�; �acb �; �acab �g. To verify that T � isrecognizable, we show T � = Conn(T )�NConn(T )Conn(T )� [ Conn(T )�:Observe that �cfa;cg�b� � � Conn(T )� � T �. Assume some trace �uv� 2 T �. If u = �, v = �, oru 2 cfa; cg�, then �uv� 2 Conn(T )�. Hence, it su�ces to consider that v 6= � and u 2 afa; cg�.Assume that jujc = 0. Then, �uv� 2 Conn(T )�. Assume that jujc = 1. There are two integersi � 1 and j � 0 such that u = aicaj . Depending on whether the integers i or j are even or odd,�uv� belongs to �aa� ���c���aa� ����b�+, �aa� ���acb ��aa� ����b��, �aa� ���ca� ��aa� ����b�+, or �aa� ���acab ��aa� ����b��, i.e.,�uv� 2 Conn(T )�NConn(T )Conn(T )� [ Conn(T )�. Finally, assume that jujc > 1. We factorize �uv�into �u0v0��u00� � such that ju0jc = 1 and u00 2 cfa; cg�.Then, we have �u0v0� 2 Conn(T )�NConn(T )Conn(T )� [ Conn(T )� and �u00� � 2 Conn(T )�.On other part, whatever is the trace we delete from T , the iteration of the obtained set is notrecognizable. Since the family of recognizable sets is closed by intersection, this can be observedfrom the following six relations:� f�c��; �aa� �; ��b�; �acb �; �acab �g� \ �(acc)�b� � = �accb ����b��� f�ca� �; �aa� �; ��b�; �acb �; �acab �g� \ �(acca)�b� � = �accab ����b��



26 6. ON SOME IDEAS TO SOLVE THE STAR PROBLEM� f�ca� �; �c��; ��b�; �acb �; �acab �g� \ �(acca)�b� � = �accab ����b��� f�ca� �; �c��; �aa� �; �acb �; �acab �g� \ �(ac)�b� � = ���� [ �acb �+�ac� ��� f�ca� �; �c��; �aa� �; ��b�; �acab �g� \ �(aca)�b� � = �acab ����b��� f�ca� �; �c��; �aa� �; ��b�; �acb �g� \ �(ac)�b� � = �acb ����b��We can easily verify by Mezei's Theorem that the languages which we obtained by the intersectionsare not recognizable. Hence, for any t 2 T , the language (T nt)� is not recognizable. 26.3 On the Second Conjecture by E. Ochma�nskiHere, we consider a trace monoid IM(A; I) without C4 and a �nite subset T � IM which containsat least two traces. We prove Proposition 3.10: if T � is not recognizable, then there exists a tracet 2 T such that (T n t)� is not recognizable. Let recall that this is a partial answer for a conjectureby E. Ochma�nski [26].Proof of Proposition 3.10. Assume that for every t 2 T , (T nt)� is recognizable. We show thatT � is recognizable. Let A be the set of the letters occurring in traces of T . We have T � IM(A; I).At �rst, assume that (A; I) is connected. Assume some strict subset B � A. There exists atrace t 2 T such that alph(t) 6� B. Then, since (T n t)� is recognizable, T ��B = (T n t)��B is alsorecognizable. Hence, T � is recognizable by Lemma 5.8.Now, assume that (A; I) is not connected, i.e., A = A1 [ fbg with A1 � fbg � I . Assume thatsome trace t 2 b+ belongs to T . Then, we have T � = (T nt)�t�. Hence, T � is recognizable.Conversely, assume T \ � �b+� is empty. We show that this yields a contradiction. Some tracein IM(A1; I)+ � b+ belongs to T . Because jT j � 2, we can choose some t 2 T such that sometrace in IM(A1; I)+ � b+ belongs to T nt. We denote X = T nt. The iteration X� is recognizable.By Proposition 3.7, Conn(X�) [ NConn(X) have the FPP. This is a contradiction. The letter bdoes not occur in the traces in Conn(X�), otherwise some trace in � �b+� would belong to X and T .The set NConn(X) is �nite because X and T are �nite. Thus, the number of occurrences of theletter b in traces in Conn(X�)[NConn(X) is limited by some integer. Hence, this set cannot havethe FPP. 26.4 On M. Latteux' ConjectureIn this part, we prove Proposition 3.11: Assume some trace monoid IM which is not a free monoid.For every integer n0 > 0, there is some recognizable language T � IM such that T has the FPP, but[T 0;:::;n]�1 does not have the FPP for any integer n 2 f1; : : : ; n0g.Proof of Proposition 3.11. It su�ces to show the claim for the trace monoid a� � b�. Assumesome integer n0 > 0. Let k = 2n0 + 1. We de�ne a recognizable language T � a� � b�.T = �akbk� [ � a(bk)+� [ �(ak)+b �We show by Lemma 5.3 that T has the FPP. We have �a(T ) = a [ (ak)+ and Inf(�a(T )) = a.Further, we have �a(T )� = a�. The language �a(T ) has the FPP, because any word in a� can befactorized into (at most) one word of the form (ak)+ followed by at most k � 1 times the word a.We also have �a(T )1 � �a(T )�Inf(T )�a(T )� = a+. Consequently, T has the FPP by Lemma 5.3.



6.4 On M. Latteux' Conjecture 27We examine the iteration T 0;:::;n for n 2 f1; : : : ; n0g. We haveT 0;:::;n = Sx2f0;:::;ng�axkbxk�| {z }=T1 [ Sx;y2f1;:::;n�1g;x+y� n �axayk(ak)�bybxk(bk)� �| {z }=T2 [ Sx2f0;:::;n�1g;y 2f1;:::;ng;x+y�n � � axkaybxkbyk(bk)��| {z }=T3 [ �axkayk(ak)�bxkby �| {z }=T4 �The set T1 covers all traces which we obtain by the concatenation of the trace �akbk� at mostn times. The language T2 covers all the traces in T 0;:::;n which we obtain by the concatenationof at least one trace from � a(bk)+�, at least one trace from �(ak)+b �, and possibly some traces �akbk �.The sets T3 and T4 cover the remaining concatenations.We show that [T 0;:::;n]�1 does not have the FPP. We de�ne the language L = [T 0;:::;n]�1.We have ankbnk; bnkank 2 [T1]�1 � L. We examine words of the form ank(b2nka2nk)+bnk 2 L�.Assume that L has the FPP. Then, every word of the form ank(b2nka2nk)+bnk can be factorizedinto a limited number of words from L. By choosing a word from ank(b2nka2nk)+bnk of su�cientlength and factorizing it into a limited number of words from L, we obtain a factorization whichincludes some word in L with more than 4nk letters. Consequently, there is some l > 0 suchthat ank(b2nka2nk)lbnk can be factorized into words from L, and there is one word w 2 L in thefactorization with jwj > 4nk.However, we show that this yields a contradiction. Note that jwja � 2nk and jwjb � 2nk.Hence, we have w 62 [T1 [ T3 [ T4]�1, i.e., w 2 [T2]�1.Assume that the �rst and the last letter of w are a. Then, jwjb is multiple of 2nk such thatw 62 [T2]�1, because there are not any traces t 2 T2 such that jtjb is a multiple of 2nk. If the �rstand the last letter of w is b, then jwja is multiple of 2nk, and we obtain a contradiction, accordingly.Consequently, the �rst letter of w is the letter a and the last one is b, or vice versa. Assumethat the �rst letter of w is a. There is an integer 1 � i < 2nk, such that w 2 ai(b2nka2nk)�b+. Notethat in the division of i by k, we get some remainder between 1 and n (x in the expression for T2).The word w cannot be the �rst factor in the factorization of ank(b2nka2nk)lbnk because i is nota multiple of k. We examine the predecessor w0 of w in the factorization. Depending on whetherthe �rst letter of w0 is a or b, w0 satis�es some property: Either jw0jb is a multiple of 2nk orjw0ja + i yields a multiple of 2nk. Assume w0 2 [T1]�1. Then, jw0jb is not a multiple of 2nk, butjw0ja + i cannot yield a multiple of 2nk, because k divides jw0ja but k does not divide i. Assumew0 2 [T2]�1. Then, jw0jb is not a multiple of 2nk. Further, similar to the division of i by k, weobtain in the division of jw0ja by k some remainder between 1 and n. Hence, we obtain in thedivision of jw0ja + i some remainder between 2 and 2n (let recall k > 2n), i.e., jw0ja + i is not amultiple of 2nk. If w0 2 [T4]�1, we obtain a contradiction accordingly to the cases w0 2 [T1]�1 andw0 2 [T2]�1. Consequently, w0 2 [T3]�1 which implies w0 = ajb2nka2nk�i for some integer j. Then,we have jw0ja < nk, i.e., j + 2nk � i < nk. Together with i < 2nk, we obtain j < nk. Further, thedivision of j by k yields some remainder between 2 and 2n.Thus, w0 cannot be the �rst factor in the factorization of ank(b2nka2nk)lbnk. We examine itspredecessor w00. Similarly to w0, the word w00 has to satisfy one property: Either jw00jb is a multipleof 2nk or jw0ja + j yields a multiple of 2nk. As above, we conclude w00 2 [T3]�1, i.e., we havew00 2 a�b2nka2nk�j . Because j < nk, we have jw00ja > nk. Such words do not belong to [T3]�1.Consequently, the desired word w00 does not exist. From the assumption that the �rst letterof w is a we concluded a contradiction. If we assume that the �rst letter of w is b and the lastone is a, we accordingly obtain a contradiction. Hence, the desired word w cannot exist, i.e., theassumption that L has the FPP yields a contradiction. 2
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