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1 Introduction

The aim of this thesis is to introduce a general framework for what is informally
referred to as finite-time dynamics. Within this framework, we study hyperbolicity
of reference trajectories, existence of invariant manifolds as well as normal hyperbolicity
of invariant manifolds called Lagrangian Coherent Structures. We focus on a simple
derivation of analytical results. At the same time, our approach together with the
analytical results has strong impact on the numerical implementation by provid-
ing calculable expressions for known functions and continuity results that ensure
robust computation.

In this work, we consider evolutionary processes on Rn on arbitrary compact
time-sets. The processes can be generated by ordinary differential equations
(ODEs) on compact time-intervals, i.e.

ẋ = f (t, x), (1.1)

where, for instance, f : I×Rn → Rn is continuous and I = [t−, t+] ⊂ R. Since we
consider the dynamics on an arbitrary compact time-set I ⊆ I, the evolutionary
process can equally well be generated by a difference equation or, in general,
by a dynamic equation on the bounded time scale I. The need to analyze such
processes arises in many applications such as transport problems in fluid, ocean
or atmosphere dynamics, but also increasingly in biological applications; see [88]
for a recent review on the first and [5, 96] for the latter. There are at least two
reasons why one is interested in dynamics on bounded time-sets. One is the
interest in transient behavior of solutions, although the process or its generating
equation might be given on an unbounded time-set. The second one is the simple
fact that the right-hand side f is given only on a bounded time-set, e.g. when it
is deduced from observations. In any case, classical, asymptotic concepts do not
apply to the finite-time situation directly.

The main objects of investigation, reference trajectories and Lagrangian Coherent
Structures, correspond to two different views on ODEs like (1.1). The first one is
to consider certain reference trajectories and to study the dynamic behavior in
their vicinity. Roughly speaking, this corresponds to fixing the initial value and

1



2 CHAPTER 1. INTRODUCTION

leaving the time argument variable. In the complementary approach, one fixes
the initial and the final time and considers the impact of the process ϕ(t+, t−, ·)
on an ensemble of initial values, where the reader should think of ϕ being a so-
lution operator of Eq. (1.1) for a moment. This corresponds to fixing the time-
parameters and leaving the space argument variable. Given that f is differen-
tiable with respect to the second argument, i.e. in the space variable, this reduces
to the analysis of the diffeomorphism ϕ(t+, t−, ·) and differential-geometric tools
come into play.

As indicated above, we study general evolutionary processes, e.g. solution op-
erators of nonautonomous dynamic/differential equations; in more applied literature
one also speaks of unsteady or aperiodic (fluid) flows. Therefore, throughout this
work, invariance refers to ϕ-invariance as in [69, Definition 2.14]. As is mentioned
there, ϕ-invariant families of subsets of the state space consist of entire trajec-
tories. These in turn are uniquely described by their value at, for instance, the
initial time-point t−. That is why we formulate our results in terms of sets of
the time-fiber {t−} ×Rn, i.e. in terms of initial values, knowing that these can be
extended to the time-set under consideration via the process ϕ. In the literature,
sometimes the term Lagrangian is used to distinguish invariance in state space
from ϕ-invariance.

Hyperbolicity has been recognized as a fundamental concept in dynamical sys-
tems theory and still plays a vital role in nowadays research [68]. There exist
several hyperbolicity notions in the asymptotic context, such as exponential di-
chotomy [78, 26, 60], nonuniform exponential dichotomy [10, 11], generalized
exponential dichotomy [77], (h, k)-dichotomy [82], (µ1, µ2)-dichotomy [81], ex-
ponential trichotomy [26] and partial hyperbolicity [89]. During the last years
efforts were made to establish finite-time analogues to asymptotic notions, such
as hyperbolicity of linearizations [57, 17, 95], Lyapunov exponents [54, 101, 56],
stable and unstable manifolds [57, 54, 33, 15] and Lyapunov functions and Lya-
punov’s second method [47].

To establish a reasonable finite-time hyperbolicity notion, most authors agree on
that the dichotomic behavior should be with respect to monotonicity, a realiza-
tion first made in [57]. The notion of uniform finite-time hyperbolicity developed
there has stimulated much research; see [59, 74, 17, 95, 32]. The existing ap-
proaches consider solutions either on intervals [57, 59, 17, 32] or restrictions to
an initial and a final time-point [54, 101, 74, 95, 47]. A desirable property of
hyperbolicity is its robustness under certain perturbations, which is known to
hold in the time-asymptotic case. Robustness for finite-time hyperbolicity was
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first established in [14]. The contributions of this thesis concerning hyperbolicity
are:

• a simplified introduction of a unifying and generalizing finite-time hyper-
bolicity notion,

• introduction of a metric on the finite-time processes allowing regularity in-
vestigations,

• proof of continuity for (extremal) growth rates and the spectrum,

• a direct proof of robustness, including sharp perturbation bounds.

As is well-known and as we show in this thesis, (extremal) growth rates play an
important role in the analysis of linear finite-time processes. In [17] their com-
putation is indicated to be highly desirable. However, to the best of the author’s
knowledge, there exists no general numerical approach for that, except for a the-
oretical one in [31, Remark 21] for the special case of space dimension 2. Al-
though the definitions of (extremal) growth rates look bulky, they can be literally
considered as an optimization problem on a Riemannian manifold, namely the
Grassmann manifold. Only recently, theoretical work and numerical algorithms
on optimization on Riemannian manifolds have been published; see [3] for a text-
book including a historical review and for further references. As a first approach,
we approximate (extremal) growth rates for solution operators of linear ODEs by
a Newton method. The contributions of this thesis concerning the computation
of growth rates are:

• an extensive regularity investigation of growth rate functions, including
sufficient conditions for differentiability,

• the performance of several example calculations.

A fundamental implication of hyperbolicity is the existence of local stable and
unstable manifolds. Previous work on local finite-time stable and unstable mani-
folds [57, 54, 15] used (non-unique) infinite-time extensions of the ordinary dif-
ferential equation under consideration. Then, the finite-time local stable and un-
stable manifolds are derived with methods from the classical theory. For an al-
ternative approach which proves a weaker version, see [33]. The contributions of
this thesis concerning linearization theory are:

• an intrinsic proof of finite-time local stable and unstable cones/manifolds,
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• a complete local description of the finite-time process based on the lin-
earization,

• a (conditional) Hartman-Grobman-like theorem.

As we show in this thesis, non-uniqueness of stable and unstable subspaces is an
inherent feature of finite-time hyperbolicity.

Apart from the study of reference trajectories we will, as indicated above, also
take an alternative viewpoint on finite-time processes. It is about the investiga-
tion of some diffeomorphism which could be the evaluation of a solution op-
erator ϕ(t+, t−, ·) to Eq. (1.1) at two time-points. This point of view originates
from the application of dynamical systems theory to fluid mechanics. It was in-
troduced in [7] and coined chaotic advection; see also [87, 109] for textbooks on
mixing and transport (of fluids) and [8] for a historical review. The idea is to in-
terpret the paths of particles, also referred to as passive tracers, as solutions of an
ODE like (1.1). Although just a matter of interpretation, this has a strong impact
on the type of questions that are asked, and notions like mixing regions, trans-
port, coherent sets and transport barriers make particularly sense in this context.
In the first years after its introduction, this concept was applied to ODEs given on
R≥0, i.e. in particular systems that allow of using asymptotic analysis. It was only
in the 1990’s that ODEs like (1.1), given on finite time-intervals, were considered
in the context of chaotic advection.

Some of the typical questions posed in that context are the following: identify
coherent sets or mixing regions, i.e. sets of initial values that are dispersed as
little as possible under the dynamics; find transport barriers between them, i.e.
impermeable (or very weakly permeable) hypersurfaces separating dynamically
similar sets of initial values; quantify transport between two different coherent
regions. Among the tools that have been developed to approach these questions
there are finite-time Lyapunov exponents (FTLEs).

In some sense, finite-time Lyapunov exponents exist since the introduction of
Lyapunov exponents in [75]: as the expression in which one lets time tend to in-
finity in the definition of Lyapunov exponents. However, for decades the focus
was on the investigation of the Lyapunov exponents as a result of the limit pro-
cess; see, for instance, [86, 97, 13, 61], to mention but a few. Apparently in [50],
the first steps towards an independent investigation of finite-time Lyapunov ex-
ponents were taken. [90] introduces finite-time Lyapunov exponents to the geo-
physical community, and hence, to the community of chaotic advection. Appar-
ently in [91], finite-time Lyapunov exponents appear for the first time in a closed-
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form and on their own right. They are considered to be “useful in identifying
mixing regions and transport barriers” [91, p. 2465]. That gave rise to many nu-
merical simulations and applications to real-world data sets.

Some of the aforementioned questions can be approached by the study of certain
invariant (or almost-invariant) manifolds. This led to the investigation of Lagrangian
Coherent Structures (LCSs), which were introduced in [59]. While the notion of
FTLE is well-established and widely-used, there exist many notions of distin-
guished invariant manifolds, only few of them rigorously defined. One approach
is defining finite-time analogues to stable and unstable manifolds from the classi-
cal, asymptotic theory with their practical shortcomings like, for instance, a very
limited extent.

The other and more often applied approach is the following geometrical one. The
idea is to assign to each initial value a scalar derived from the action of the solu-
tion operator on a neighborhood of the initial value. This gives rise to a function-
al/scalar field on the initial values. The desired manifolds now consist of points
maximizing (or minimizing) the scalar field, which is made precise in terms of
ridges (or troughs, respectively) in the literature. During the last decade many
heuristically motivated functionals have been introduced to quantify attraction
and repulsion of nearby solutions of a reference solution in finite time. Among
these are, for instance, the hyperbolicity time approach [59], finite-size Lyapunov
exponents [9, 62], arc length approach [76], phase space warping [22], finite-time
entropy [46] and the aforementioned, probably most popular, approach of finite-
time Lyapunov exponents [54, 55, 101, 74, 56]. The geometrical ridge approach
has been prominently advocated in [101, 74], where repelling LCS are defined as
ridges of the FTLE-field. However, it was left unspecified which dynamical effect
these manifolds actually have. Despite this and other critical issues, see [56, 83],
LCS have since become a popular method in applied finite-time analysis; see,
for instance, the aforementioned review [88]. Only recently, [56] gave a rigorous
definition and proved an analytical characterization of hyperbolic LCSs, starting
with some observable dynamical property and only then deriving geometric de-
scriptions. Interestingly, LCSs are considered as boundaries of coherent regions
and are motivated by simple analytical examples as such; for a direct approach
to the identification of coherent sets, which is based on the transfer operator, see,
for instance, [45, 29, 43]. However, a formal connection of the two concepts is still
missing; for a numerical study see [44].

In this work, we extend the variational approach to hyperbolic LCS of [56] to in-
troduce hyperbolic LCS of higher-codimension, thereby rigorously carrying out
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a note in the last paragraph of [56, p. 594].

The main contributions of this thesis concerning finite-time Lyapunov exponents
and Lagrangian Coherent Structures are:

• a short and direct derivation of FTLEs from the general theory presented
before,

• a rigorous investigation of their regularity,

• an extension of Haller’s variational approach to hyperbolic LCS towards
structures of higher codimension,

• a formal embedding principle, which allows the introduction of hyperbolic
LCS on manifolds and the derivation of filtrations of hyperbolic LCS,

• the establishment of the connection of hyperbolic LCS and sets of general-
ized extremal points.

1.1 Outline of the Thesis

The thesis is organized as follows: after introducing notation in Section 1.2, we
propose an abstract framework for dynamics on compact time-sets I, not neces-
sarily intervals, in Chapter 2. Our framework is based on the well-known notion
of processes. Thus, we state explicitly all required regularity conditions and in-
troduce a topology on linear finite-time processes. To the best of the author’s
knowledge, this is the first time that such a first-principles approach to finite-
time dynamics is proposed. As already mentioned, a finite-time process can be
generated by a well-posed dynamic equation on I; see, for instance, [20] for a
textbook on time scale calculus and dynamic equations. In Chapter 3 we develop
a spectral theory for linear finite-time processes which is essentially known for
solution operators on time-sets consisting of two points [95] and for intervals
[17, 32]. The underlying hyperbolicity notion is motivated by several approaches
[57, 59, 17, 95, 31]. These are generalized and unified. We call this kind of
finite-time hyperbolicity suggestively exponential monotonicity dichotomy (EMD).
We make use of the introduced topology to establish the continuity of the spec-
trum and the robustness of EMD easily. In Chapter 4 we discuss regularity for
the growth rate functions and present a Newton-like algorithm to approximate
the extremal growth rates and hence the spectrum of a linear finite-time process.
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In Chapter 5 we introduce linearizations of finite-time processes along trajecto-
ries and establish finite-time analogues of classical linearization theorems: Local
Stable and Unstable Manifold Theorem, a finite-time analogue of the Theorem of
Linearized Asymptotic Stability and a finite-time Hartman-Grobman-like Theo-
rem. In Chapter 6 we show that the general results apply to ordinary differential
equations on compact time-intervals. Chapter 7 is devoted to the investigation
of FTLEs and hyperbolic LCSs. We conclude the thesis with an overview and
outlook in Chapter 8. In the appendices, we first introduce classical notions from
differential geometry, essentially to fix notation, and second give a self-consistent
introduction to Grassmann manifolds.

1.2 Preliminaries and Notation

Throughout this thesis, I ⊂ R denotes a compact subset of the real numbers with
at least two elements. We set t− := min I and t+ := max I. We will have occasions
to mention the set of all pairs of numbers in Iwith unequal components. In accor-
dance with the notion of a relation, we denote by 6=I×I:= {(t, s) ∈ I× I; t 6= s} ⊂
I× I the unequal-relation on I× I.

For a set M we write idM for the identity function on M and 2M for its power set.
To distinguish between the evaluation of a function f : A → B at x ∈ A from the
image of a subset A′ ⊆ A we write f (x) for the former and f [A′] for the latter.
We denote the choice function defined on singleton sets by ∈, i.e. for a singleton
set M = {x} we have ∈ (M) = x.

In the following, we consider dynamics on Rn with an arbitrary vector norm |·|,
which in turn induces an operator norm denoted by ‖·‖. By S we denote the
unit sphere with respect to the given norm on Rn. We denote by L(Rn) the set
of linear operators on Rn and by GL(n,R) the subset of invertible operators on
Rn.

For a Lipschitz continuous function f we denote by | f |Lip the least Lipschitz con-
stant of f . For time-dependent functions, whether vector- or operator-valued,
the notation ‖·‖∞ denotes the supremum norm over time with respect to the re-
spective norms. For a continuously differentiable function g : B0 × · · · × Bk → B,
where B, B0, . . . , Bk are (open subsets of) Banach spaces, we denote the partial
derivative of g with respect to the (j + 1)-th variable evaluated at x ∈ B0 × · · · ×
Bk by ∂jg(x). Note that the first argument has index 0. In case g has only one
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argument, the derivative is also denoted by g′(x), or ġ(t) if the argument is the
time variable.

We write B(x, δ) and B[x, δ], respectively, for the open and closed ball around x
with radius δ ∈ R>0.

1.3 Associated Publications

Parts of this thesis have been published. These are as follows:

[31] T. S. Doan, D. Karrasch, T. Y. Nguyen, and S. Siegmund. A unified approach
to finite-time hyperbolicity which extends finite-time Lyapunov exponents.
Journal of Differential Equations, 252(10), 5535–5554, 2012.

[64] D. Karrasch. Comment on “A variational theory of hyperbolic Lagrangian
Coherent Structures, Physica D 240 (2011) 574–598”. Physica D, 241(17):1470–
1473, 2012.

[65] D. Karrasch. Linearization of hyperbolic finite-time processes. Journal of
Differential Equations, 254(1), 256–282, 2013.

Note that in this thesis we do not refer explicitly to results that were published in
the last two articles.



2 Finite-time Processes & Growth Rates

In this chapter, we specify the setting that we investigate in this work. Further-
more, we introduce notions that will be of large benefit particularly in the follow-
ing three chapters.

2.1 Finite-time Processes

The notion of a process or two-parameter semi-flow was originally introduced in
[27]. However, we require slightly different conditions. In particular, we include
invertibility in the definition.

2.1 Definition (Process, linear process, smooth process). We call a continuous
function

ϕ : I× I×Rn → Rn,

an invertible process on Iwith state spaceRn if it is Lipschitz continuous with respect
to the first argument and if for any t, s, r ∈ I and x ∈ Rn we have ϕ(t, t, ·) = idRn

and ϕ(t, s, ·) ◦ ϕ(s, r, ·) = ϕ(t, r, ·). We denote by P(I,Rn) the set of invertible
processes on I with state space Rn. We call an invertible process Φ ∈ P(I,Rn)

a linear invertible process on I if for any t, s ∈ I we have Φ(t, s, ·) ∈ GL(n,R)
and the function t 7→ Φ(t, s, ·) ∈ L(Rn) is Lipschitz continuous with respect to
the operator norm. To emphasize the linearity with respect to the last argument,
we will write Φ(t, s)x instead of Φ(t, s, x) for t, s ∈ I, x ∈ Rn. We denote by
LP(I,Rn) the set of linear invertible processes on I with state space Rn. Let
k ∈ N>0. We call an invertible process ϕ a Ck-process on I if for any t, s ∈ I and
x ∈ Rn we have ϕ(t, s, ·) ∈ Ck(Rn,Rn) and ∂2ϕ(·, s, x) ∈ L(Rn)I is Lipschitz
continuous.

In the following, we always consider invertible processes and hence skip the
word invertible. The required Lipschitz continuity of t 7→ Φ(t, t−) in Defini-
tion 2.1 for a linear process Φ is rather a technical assumption than an integral

9
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part of the notion of a process. In principle, it could be replaced by the weaker,
but again technical, assumption of absolute continuity. For convenience, we will
assume Lipschitz continuity in the sequel and point out which implications the
weaker assumption would have. However, the necessity for a stronger conti-
nuity assumption than just continuity will become clear in the course of this
work.

We start our investigations with linear processes on I.

2.2 Lemma. Let Φ ∈ LP(I,Rn). Then the function

I× I→ L(Rn), (t, s) 7→ Φ(t, s),

is uniformly continuous with respect to the (induced) operator norm.

Proof. This is a direct consequence of the uniform continuity of Φ
∣∣
I×I×B[0,1].

By the compactness of Iwe obtain in the next lemma the continuous dependence
of (the norm of) trajectories on the initial value, uniformly in time.

2.3 Lemma. Let ϕ ∈ P(I,Rn) and Φ ∈ LP(I,Rn). Then the function

f : Rn → C(I,Rn), x 7→ (t 7→ ϕ(t, t−)x) ,

is continuous and the functions

g : Rn → C(I,Rn), x 7→ (t 7→ Φ(t, t−)x) ,

h : Rn → C(I,R>0), x 7→ (t 7→ |Φ(t, t−)x|)

are Lipschitz continuous.

Proof. To see the continuity of f in some x ∈ Rn it suffices to restrict the continu-
ous function ϕ to the compact set I× I× B[x, 1] ⊂ R2+n, thereby turning it into
a uniformly continuous function. The continuity of f in x follows directly from
that uniform continuity. As for the continuity of g, let x, y ∈ Rn and estimate

‖g(x)− g(y)‖∞ = sup {|Φ(t, t−)(x− y)| ; t ∈ I} ≤ ‖Φ(·, t−)‖∞ |x− y| ,

where ‖Φ(·, t−)‖∞ < ∞ follows from Lemma 2.2 and the compactness of I. The
Lipschitz continuity of h follows from the Lipschitz continuity of the norm.
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Note that both continuity results did not use the Lipschitz continuity assump-
tion in Definition 2.1. Even more, the continuity of x 7→ (t 7→ ϕ(t, t−)x) relies
only on the continuity of ϕ as a function defined on I× I×Rn and mapping to
Rn. Although seemingly simple, Lemma 2.3 indicates an important difference
in asymptotic and finite-time analysis: on unbounded (to the right) time-sets the
continuous dependence of whole trajectories on the initial value corresponds to
the definition of stability in the sense of Lyapunov, which is a nontrivial feature
of certain trajectories. In the finite-time case, as Lemma 2.3 shows, it holds under
very general assumptions.

2.2 Logarithmic Difference Quotient

The following concept will help us to introduce some of the forthcoming notions
and to present the theory in an elegant and coherent way.

2.4 Definition (Logarithmic difference quotient). We define

∆I : C(I,R>0)→ C( 6=I×I,R), f 7→
(
(t, s) 7→ ln f (t)− ln f (s)

t− s

)
,

and we call ∆I( f )(t, s) the logarithmic difference quotient of f at t and s for f ∈
C(I,R>0) and (t, s) ∈6=I×I. For notational convenience we will write ∆ for ∆I
when there is no risk of confusion.

2.5 Remark. In correspondence to the multiplicative calculus one can define by

∗∆( f )(t, s) =
(

f (t)
f (s)

) 1
t−s

the *difference quotient; see [12] and the references therein
for more information on the multiplicative calculus. It is readily confirmed that

∆( f )(t, s) = ln ∗∆( f )(t, s).

Therefore, the logarithmic difference quotient is in some sense in between the
(standard) additive and the multiplicative calculus.

2.6 Remark. Note that due to compactness of I any function f ∈ C(I,R>0) is uni-
formly continuous and f [I] ⊆ [a, b] with 0 < a < b, i.e. f is bounded above and
bounded away from zero. Furthermore, ln

∣∣
[a,b] is Lipschitz continuous with Lip-

schitz constant 1
a and bounded. Suppose f is additionally Lipschitz continuous,

then

|sup {∆( f )(t, s); (t, s) ∈6=I×I}| , |inf {∆( f )(t, s); (t, s) ∈6=I×I}| ≤
| f |Lip

a
.
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Furthermore, we have that ∆(·)(t, s) is continuous for any (t, s) ∈6=I×I. Summa-
rizing, ∆ considered as

∆ : C(I,R>0)× 6=I×I → R, ( f , t, s) 7→ ln f (t)− ln f (s)
t− s

,

is continuous in the first argument and jointly continuous in the last two argu-
ments, but, in general, not jointly continuous in all three arguments. However,
for a linear process Φ ∈ LP(I,Rn) one can show that the family of functions
(∆(|Φ(·, t−)x|))x∈S is equicontinuous. This can be calculated directly or, alterna-
tively, can be deduced from Lemma 2.3 and the Theorem of Arzelà-Ascoli.

When applied to a linear process we recover joint continuity for the logarithmic
difference quotient.

2.7 Lemma. Let Φ ∈ LP(I,Rn). Then

Rn \ {0}× 6=I×I → R, (x, t, s) 7→ ∆(|Φ(·, t−)x|)(t, s),

is continuous.

Note that the function defined in Lemma 2.7 is well-defined, since we assume the
linear process to be invertible (no trajectory starting in Rn \ {0} at t− attains zero
on I).

Proof. Let x ∈ Rn \ {0}, (t, s) ∈6=I×I and ε ∈ R>0. By equicontinuity with respect
to the initial value there exists δ1 ∈ R>0 such that for all y ∈ Rn \ {0}

max
{∣∣t− t′

∣∣ ,
∣∣s− s′

∣∣} < δ1 ⇒
∣∣∆(|Φ(·, t−)y|)(t, s)− ∆(|Φ(·, t−)y|)(t′, s′)

∣∣ < ε

2
.

By Lemma 2.3 and hence continuity of Rn \ {0} 3 y 7→ ∆(|Φ(·, t−)y|)(t, s) there
exists δ2 ∈ R>0 such that for all x′ ∈ Rn \ {0}∣∣x− x′

∣∣ < δ2 ⇒
∣∣∆(|Φ(·, t−)x|)(t, s)− ∆(

∣∣Φ(·, t−)x′
∣∣)(t, s)

∣∣ < ε

2
.

Combining these two estimates, we obtain for (t′, s′) ∈6=I×I, x′ ∈ Rn \ {0}∣∣∆(|Φ(·, t−)x|)(t, s)− ∆(
∣∣Φ(·, t−)x′

∣∣)(t′, s′)
∣∣ < ε,

whenever max {|t− t′| , |s− s′| , |x− x′|} < min {δ1, δ2}.
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2.8 Remark. The logarithmic difference quotient can be regarded as a finite-time
exponential growth rate as introduced in [23]. With the notation used there, we
find that

λ(t−s)(s, Φ(s, t−)x) = ∆(|Φ(·, t−)x|)(t, s).

Definition 2.4 and Lemma 2.7 will have a major impact on the following theory
and allow a development of the known finite-time spectral theory, starting from
the notion of the logarithmic difference quotient alone. Another useful observa-
tion is the following, which holds obviously by linearity of Φ(t, s) and Defini-
tion 2.4.

2.9 Lemma. Let Φ ∈ LP(I,Rn). Then for any x ∈ Rn \ {0} and λ ∈ R \ {0} one has

∆(|Φ(·, t−)(λx)|) = ∆(|Φ(·, t−)x|).

As a consequence, we can equally well define ∆(|Φ(·, t−)·|) on the quotient set
Pn−1 ∼= S , the (real) projective space obtained by identifying vectors x, y ∈ Rn \
{0} if they are multiples of each other. We denote by [x]∼ the corresponding
equivalence class associated to x ∈ Rn \ {0}. The projective space Pn−1 can be
identified to the set of one-dimensional subspaces, or lines through the origin,
in Rn. A generalization of that concept is the Grassmann manifold Gr(k,Rn)

of k-dimensional subspaces of Rn, which will turn out to be very useful. For
an introduction to the Grassmann manifold see Appendix B and the references
mentioned there.

Some of the following results are concerned with continuity of functions derived
from the logarithmic difference quotient. For some results it appears to be neces-
sary to put the following assumption on linear processes, which, for convenience,
we suppose to be satisfied by the processes considered in this work.

2.10 Hypothesis. Throughout, we assume that for any Φ ∈ LP(I,Rn) the func-
tion

S× 6=I×I → R, (x, t, s) 7→ ∆(|Φ(·, t−)x|)(t, s)

can be extended continuously to S × 6=I×I, where 6=I×I denotes the closure of
6=I×I in R2.

As a consequence, 6=I×I is compact and the extended function is uniformly con-
tinuous. In the following remark we discuss the consequences of Hypothesis 2.10.
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2.11 Remark. As I is compact, so is I× I ⊂ R2. Clearly, 6=I×I is still bounded, but
not necessarily closed. We need to distinguish two cases: either I has no limit
points, i.e. I is finite, or I has limit points, e.g. when I is a (nontrivial) compact
interval.

(a) If I does not have any limit points then so does 6=I×I. Thus, 6=I×I is closed
already and Hypothesis 2.10 does not pose any restrictions on the finite-time
processes under consideration.

(b) Let t∗ ∈ I be a limit point. Then Hypothesis 2.10 requires that the limit

lim
t,s→t∗

ln |Φ(t, t−)x| − ln |Φ(s, t−)x|
t− s

=
|Φ(·, t−)x|′ (t∗)
|Φ(t∗, t−)x|

exists for any x ∈ S and is continuous in x. A sufficient (but not necessary)
condition for the derivative on the right-hand side to exist is the continu-
ous differentiability of the norm (not at 0, of course) and the differentiabil-
ity of the trajectories t 7→ Φ(t, t−)x for any x ∈ S at the (time-)limit point
t∗. Clearly, solution operators of linear ordinary differential equations with
continuous right-hand side as usually considered together with continuously
differentiable norms do satisfy Hypothesis 2.10.

The following simple observation associates the notions introduced in the present
work to notions with the same nomenclature appearing in the references [17, 32,
31].

2.12 Lemma. Let f ∈ C(I,R>0). Then the following statements are equivalent:

(i) there exists δ ∈ R>0 such that for any t, s ∈ I, t ≥ s, one has f (t) ≤ e−δ(t−s) f (s);

(ii) there exists δ ∈ R>0 such that t 7→ eδt f (t) is decreasing;

(iii) sup {∆( f )(t, s); (t, s) ∈6=I×I} < 0.

Moreover, if I is an interval and f is differentiable, then each of the above statements is
equivalent to:

(iv) there exists δ ∈ R>0 such that f ′ ≤ −δ f holds.

Analogously, the following statements are equivalent:

(v) there exists δ ∈ R>0 such that for any t, s ∈ I, t ≥ s, one has f (t) ≥ eδ(t−s) f (s);

(vi) there exists δ ∈ R>0 such that t 7→ e−δt f (t) is increasing;

(vii) inf {∆( f )(t, s); (t, s) ∈6=I×I} > 0.
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Moreover, if I is an interval and f is differentiable, then each of the statements (v)–(vii)
is equivalent to:

(viii) there exists δ ∈ R>0 such that f ′ ≥ δ f holds.

Proof. (i) ⇐⇒ (ii): Suppose that for some δ ∈ R>0 and for any s, t ∈ I, s ≤ t,
holds

f (t) ≤ e−δ(t−s) f (s),

which, by multiplying both sides by eδt > 0, is equivalent to

eδt f (t) ≤ eδs f (s),

which corresponds to the desired monotonicity of the function t 7→ eδt f (t).
(i) ⇐⇒ (iii): Suppose that for some δ ∈ R>0 and for any s, t ∈ I, s ≤ t, holds

f (t) ≤ e−δ(t−s) f (s),

which, by taking the logarithm of both sides and rearrangement of terms, is
equivalent to

f (t)− f (s)
t− s

≤ −δ

for any s, t ∈ I, s ≤ t, and hence

sup {∆( f )(t, s); t, s ∈ I, s ≤ t} ≤ −δ < 0.

Now assume I is an interval and f is differentiable.
(ii) ⇐⇒ (iv): We assume that t 7→ eδt f (t) is decreasing for some δ ∈ R>0. This
is equivalent to the fact that for any t ∈ I holds

(s 7→ eδs f (s))′(t) = eδt(δ f (t) + f ′(t)) ≤ 0,

which is equivalent to
f ′ ≤ −δ f .

The proof of the equivalence of (v)-(viii) is completely analogous.

2.3 Growth Rates

In this and the next section, we introduce (extremal) growth rates based on the
logarithmic difference quotient only. This provides an easy to implement expres-
sion, in contrast to the corresponding definitions in [32, 31].
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2.13 Definition (Growth rate, cf. [17, 32, 31]). We define

λI :
n⋃

k=1

Gr(k,Rn)×LP(I,Rn)→ R, (X, Φ) 7→ min
x∈X∩S

(t,s)∈6=I×I

{∆(|Φ(·, t−)x|)(t, s)} ,

λ
I

:
n⋃

k=1

Gr(k,Rn)×LP(I,Rn)→ R, (X, Φ) 7→ max
x∈X∩S

(t,s)∈6=I×I

{∆(|Φ(·, t−)x|)(t, s)} ,

and call λI(X, Φ) and λ
I
(X, Φ), respectively, the lower and upper growth rate of

X under Φ. For convenience, we drop the index I in case the time-set is clear
from the context. We extend the definition naturally by λ({0} , Φ) = ∞ and
λ({0} , Φ) = −∞ for any Φ ∈ LP(I,Rn).

2.14 Remark. In the last definition, we made explicit use of Hypothesis 2.10 in
defining the growth rates to be minimum and maximum, respectively. However,
we could have defined the growth rates equally well as infimum and supremum
over (t, s) ∈6=I×I. Thus, Hypothesis 2.10 is not necessary for the definition.

One readily verifies that for any Φ ∈ LP(I,Rn) and X ∈ Gr(1,Rn) one has
|λ(X, Φ)| ,

∣∣λ(X, Φ)
∣∣ ≤ L1L2 < ∞, where L1 ∈ R>0 is the Lipschitz constant of the

logarithm restricted to some interval as in Remark 2.6 and L2 ∈ R>0 is the (global)
Lipschitz constant of t 7→ Φ(t, s, ·) ∈ L(Rn), cf. Definition 2.1.

2.15 Remark. One can consider the one-dimensional growth rates as a finite-time
analogue to Bohl exponents. Bohl exponents have been first introduced in [19]; see
also [28, p. 118, pp. 146–148] for the definition and a historical review. Recall that
for a linear solution operator Φ of a linear ordinary differential equation defined
on R≥0 the (upper) Bohl exponent κB(x) for a solution starting in x ∈ Rn at time
0 is defined as

κB(x) := inf

{
β ∈ R;

∨
N∈R>0

∧
t≥s≥0

|Φ(t, 0)x| ≤ Neβ(t−s) |Φ(s, 0)x|
}

.

Analogously, the lower Bohl exponent is defined as

κB(x) := sup

{
β ∈ R;

∨
N∈R>0

∧
t≥s≥0

|Φ(t, 0)x| ≥ Neβ(t−s) |Φ(s, 0)x|
}

.

In the finite-time setting, the general coefficient N in the definition of the Bohl
exponents would render the concept meaningless. By setting N = 1 in the def-
inition and modifying the time-set appropriately, we recover with Lemma 2.12,
(i) and (iii), the one-dimensional growth rates; see also the formulas given after
Eq. (4.4’) in [28, p. 118].
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The following simple observations follow directly from the definition.

2.16 Lemma (cf. [32, Remark 6]). Let Φ ∈ LP(I,Rn) and X, Y ⊆ Rn be subspaces.
Then

(i) X ⊆ Y implies λ(Y, Φ) ≤ λ(X, Φ) and λ(Y, Φ) ≥ λ(X, Φ);

(ii) X ∩Y 6= {0} implies λ(X, Φ) ≤ λ(Y, Φ) and λ(Y, Φ) ≤ λ(X, Φ).

Proof. (i) This is clear since, with respect to Y, minimum and maximum, respec-
tively, are taken over a larger set.

(ii) Suppose X ∩ Y 6= {0} and let x ∈ (X ∩ Y) \ {0}. Then by definition we have
for any (t, s) ∈6=I×I

λ(X, Φ) ≤ ∆(|Φ(·, t−)x|)(t, s) ≤ λ(Y, Φ)

and

λ(Y, Φ) ≤ ∆(|Φ(·, t−)x|)(t, s) ≤ λ(X, Φ).

Next, we establish continuity for the growth rates when restricted to some
Gr(k,Rn). This extends [32, Lemma 7] and its proof relies on Hypothesis 2.10.

2.17 Proposition. Let Φ ∈ LP(I,Rn). Then for each k ∈ {1, . . . , n}, the restrictions

λ(·, Φ)
∣∣
Gr(k,Rn)

and λ(·, Φ)
∣∣
Gr(k,Rn)

are continuous and bounded.

Proof. We prove only the lower growth rate case. Let ε ∈ R>0. By Hypothe-
sis 2.10, we have that

S × 6=I×I 3 (x, t, s) 7→ ∆(|Φ(·, t−)x|)(t, s) ∈ R

is uniformly continuous. Hence, there exists δ ∈ R>0 such that for any x1, x2 ∈ S ,
t1, t2, s1, s2 ∈ I the inequality

max {|x1 − x2| , |t1 − t2| , |s1 − s2|} < δ

implies
|∆(|Φ(·, t−)x1|)(t1, s1)− ∆(|Φ(·, t−)x2|)(t2, s2)| < ε.
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Now, let X, Y ∈ Gr(k,Rn) with Θ(X, Y) < δ/2 and

λ(X, Φ) = ∆(|Φ(·, t−)x1|)(t1, s1), and λ(Y, Φ) = ∆(|Φ(·, t−)x2|)(t2, s2),

for x1 ∈ X ∩ S , x2 ∈ Y ∩ S , t1, t2, s1, s2 ∈ I. By Lemma B.8 there exist x̂1 ∈
Y ∩ S and x̂2 ∈ X ∩ S such that |x1 − x̂1| , |x2 − x̂2| < δ. Finally, to prove that
|λ(Y, Φ)− λ(X, Φ)| < ε, we consider two cases: if λ(Y, Φ) ≥ λ(X, Φ) we have

|λ(Y, Φ)− λ(X, Φ)| = ∆(|Φ(·, t−)x2|)(t2, s2)− ∆(|Φ(·, t−)x1|)(t1, s1)

≤ ∆(|Φ(·, t−)x̂1|)(t1, s1)− ∆(|Φ(·, t−)x1|)(t1, s1) < ε,

if λ(Y, Φ) < λ(X, Φ) we have

|λ(Y, Φ)− λ(X, Φ)| = ∆(|Φ(·, t−)x1|)(t1, s1)− ∆(|Φ(·, t−)x2|)(t2, s2)

≤ ∆(|Φ(·, t−)x̂2|)(t2, s2)− ∆(|Φ(·, t−)x2|)(t2, s2) < ε,

which finishes the proof.

For later robustness investigations the following (semi-)metric and the induced
topology onLP(I,Rn) will turn out to be very helpful.

2.18 Definition (Metric on LP(I,Rn)). We define d̃I, dI : LP(I,Rn)2 → R≥0 by

d̃I : (Φ, Ψ) 7→ sup
X∈Gr(1,Rn)

{
max

{
|λ(X, Φ)− λ(X, Ψ)| ,

∣∣λ(X, Φ)− λ(X, Ψ)
∣∣}},

dI : (Φ, Ψ) 7→ max

{
sup
x∈S
‖(Φ(·, t−)−Ψ(·, t−))x‖∞ , d̃I(Φ, Ψ)

}
.

Obviously, d̃I is a semimetric, i.e. it satisfies non-negativity, symmetry and the
triangle inequality (but not definiteness), and dI is a metric on LP(I,Rn).

Note that, in general, dI cannot be extended to a proper metric on the set of ab-
solutely continuous linear processes due to possibly unbounded growth rates.
Nevertheless, the (semi-)metric can be used to define open balls around abso-
lutely continuous linear processes.

In the following, we endowLP(I,Rn) with the topology induced by dI.

By construction of the topology we obtain the continuous dependence of growth
rates on the linear process.

2.19 Corollary. Let X ⊆ Rn be a subspace. Then λ(X, ·), λ(X, ·) : LP(I,Rn) →
R∪ {−∞, ∞} are Lipschitz continuous with Lipschitz constant 1.
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2.4 Extremal Growth Rates

The following notion is connected to subspaces with optimal growth rates among
subspaces of the same dimension. It will play an important role in the linear
spectral theory as well as in robustness issues.

2.20 Definition (Extremal k-growth rates, cf. [17, 32, 31]). For k ∈ {1, . . . , n} we
define

λIk : LP(I,Rn)→ R, Φ 7→ max λI([Gr(k,Rn)], Φ),

λ
I

k : LP(I,Rn)→ R, Φ 7→ min λ
I
([Gr(k,Rn)], Φ),

and call λIk(Φ) and λ
I

k(Φ), respectively, the maximal lower and minimal upper k-
growth rate of Φ. For convenience, we drop the index I in case the time-set is clear
from the context. We extend the above definition naturally by λI0(Φ) = ∞ and
λ0(Φ) = −∞.

2.21 Remark. Note that the extremal k-growth rate functions are well-defined due
to the continuity from Proposition 2.17 and the compactness of (Gr(k,Rn), Θ).
That means in particular that for any Φ ∈ LP(I,Rn) and k ∈ {0, . . . , n} there
exist X, Y ∈ Gr(k,Rn) such that λ(X, Φ) = λk(Φ) and λ(Y, Φ) = λk(Φ). We refer
to such subspaces as extremal subspaces. Of course, in general, extremal subspaces
need not be unique.

2.22 Lemma (cf. [17, Remark 11], [32, Remark 9]). For any Φ ∈ LP(I,Rn), the
extremal growth rates are ordered and nested as follows:

−∞ = λ0(Φ) < λn(Φ) ≤ λ1(Φ) ≤ λn−1(Φ) ≤ . . .

. . . ≤ λn−1(Φ) ≤ λ1(Φ) ≤ λn(Φ) < λ0(Φ) = ∞.

Proof. The ordering properties follow directly from Lemma 2.16(i) and the nest-
ing property from Lemma 2.16(ii).

Another observation is the continuity of the extremal growth rate functions,
which easily follows from Corollary 2.19.

2.23 Lemma. For any k ∈ {1, . . . , n} the extremal k-growth rate functions λk, λk are
Lipschitz continuous with Lipschitz constant 1.
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Note that [31, Theorem 20] is essentially the ε-δ-notation of the continuity estab-
lished in Lemma 2.23 for the special case that I is finite.

More interesting is the following convergence result with respect to the time-set.
We denote by dH the Hausdorff metric on the space of compact subsets of M ⊆ R,
denoted by K(M).

2.24 Lemma ([31, Theorem 17]). Let Φ ∈ LP(I,Rn). Then for each k ∈ {1, . . . , n}
and any sequence J = (Ji)i∈N ∈ K(I)N of compact subsets of I with dH(I,Ji)

i→∞−−→ 0
one has

lim
i→∞

∣∣∣λJi
k (Φ

∣∣
J2

i
)− λIk(Φ)

∣∣∣ = 0, and lim
i→∞

∣∣∣λJi
k (Φ

∣∣
J2

i
)− λ

I

k(Φ)
∣∣∣ = 0.

Proof. First note that the statement is trivial if I is finite, that is why we assume
that I is infinite in the following. Furthermore, without loss of generality, we
may assume that card(Ji) > 2 and t− ∈ Ji for all i ∈ N. For convenience, we
abbreviate Φi := Φ

∣∣
J2

i
. Clearly, from the assumption Ji ⊆ I, Definition 2.13 and

Definition 2.20 it follows that

lim inf
i→∞

λJi
k (Φi) ≥ λIk(Φ), lim sup

i→∞
λ
Ji
k (Φi) ≤ λ

I

k(Φ).

Hence, it remains to prove that for all k ∈ {1, . . . , n} we have

lim sup
i→∞

λJi
k (Φi) ≤ λIk(Φ), lim inf

i→∞
λ
Ji
k (Φi) ≥ λ

I

k(Φ). (2.1)

We prove only the first inequality in Eq. (2.1) since the second is proved analo-
gously. To this end, let k ∈ {1, . . . , n} and (Xi)i∈N ∈ Gr(k,Rn)N satisfy
λJi(Xi, Φi) = λJi

k (Φi) =: αi, i.e. (Xi)i∈N is a sequence of subspaces realizing the
maximal lower k-growth rate with respect to Ji. Suppose to the contrary that

α′ := lim sup
i→∞

αi > λIk(Φ) =: α.

Define δ := α′−α
2 . Then there exists a subsequence

(
αij

)
j∈N

such that

(i) αij > α + δ for all j ∈ N, and

(ii) the associated sequence of subspaces
(

Xij

)
j∈N
∈ Gr(k,Rn)N is convergent

with limj→∞ Xij =: X ∈ Gr(k,Rn), due to compactness of Gr(k,Rn).
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Let (t, s) ∈6=I×I and x ∈ X ∩S . By assumption, there exist sequences (tj, sj)j∈N ∈
( 6=I×I)N and (xj)j∈N ∈ SN satisfying

(i) for each j ∈ N that tj, sj ∈ Jij , xj ∈ Xij ,

(ii) limj→∞(tj, sj) = (t, s) and limj→∞ xj = x, and

(iii) for all j ∈ Nwe have ∆(
∣∣Φ(·, t−)xj

∣∣)(tj, sj) ≥ αij .

Due to Lemma 2.7 we obtain in the limit

∆(|Φ(·, t−)x|)(t, s) ≥ lim inf
j→∞

αij ≥ α + δ,

which implies that λI(X, Φ) ≥ α + δ. In other words, there exists a subspace of
dimension k with its lower growth rate being larger than α. This is a contradiction
to the maximality of α = λIk(Φ). Similarly, we have lim infi→∞ λ

Ji
k (Φ) ≥ λ

I

k(Φ)

for each k ∈ {1, . . . , n} and Eq. (2.1) is proved.





3 Finite-time Hyperbolicity

This chapter is devoted to the introduction and investigation of a notion of finite-
time hyperbolicity for linear finite-time processes, which is in the spirit of [98,
103, 17]. We start with a notion based on a certain dynamical dichotomy. We
denote by

P(Rn) :=
{

P ∈ L(Rn); P2 = P
}

the set of (linear) projections on Rn. Throughout this chapter, let Φ ∈ LP(I,Rn)

denote a linear process on I.

3.1 Definition (Invariant projector). Suppose we have subspaces U, V ⊆ Rn with
Rn = U ⊕ V, which define a unique projection Q ∈ P(Rn) by U = im Q and
V = ker Q. In turn, Q defines a so-called invariant projector P : I → P(Rn) and
vice versa in the following way:

P := Φ(·, t−)QΦ(t−, ·).
3.2 Remark. By definition an invariant projector satisfies∧

s,t∈I
P(t)Φ(t, s) = Φ(t, s)P(s),

which is often used as the definition of invariant projectors. Due to the conti-
nuity of Φ an invariant projector is continuous. Furthermore, by the fact that
Φ is isomorphism-valued we have dim im P(t) = dim im Q and dim ker P(t) =

dim ker Q for all t ∈ I. For that reason, we define the rank and the deficiency
of the invariant projector P as the rank and the deficiency of the projection Q,
respectively.

3.1 Exponential Monotonicity Dichotomy

3.3 Definition (Exponential monotonicity dichotomy). Φ admits an exponential
monotonicity dichotomy (EMD) on I if there exists k ∈ {0, . . . , n} such that

λk(Φ) < 0 < λn−k(Φ). (3.1)

23
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For brevity, we sometimes call a linear process Φ on I admitting an EMD also
(finite-time) hyperbolic. We call a hyperbolic linear process Φ on I (finite-time) at-
tractive if k = n and (finite-time) repulsive if k = 0.

3.4 Remark. Since the logarithmic difference quotient depends on the norm, so
do the growth rates and hence the property of admitting an EMD. In general,
it might be possible that a linear process on I is hyperbolic with respect to one
norm, but is not with respect to another norm; see [17, Example 14].

In the next lemma, we characterize an EMD on I.

3.5 Lemma (cf. [17]). The following statements are equivalent:

(i) Φ admits an EMD on I with k ∈ {0, . . . , n}.

(ii) There exist subspaces X ∈ Gr(k,Rn) and Y ∈ Gr(n− k,Rn) such that λ(X, Φ) <

0 < λ(Y, Φ).

(iii) There exists a projection Q ∈ P(Rn) with rk Q = k such that λ(im Q, Φ) < 0 <

λ(ker Q, Φ).

(iv) There exist a projection Q ∈ P(Rn) and α, β ∈ R>0 such that for any t, s ∈ I,
t ≥ s, and x ∈ im Q, y ∈ ker Q one has

|Φ(t, t−)x| ≤ e−α(t−s) |Φ(s, t−)x| ,
|Φ(t, t−)y| ≥ eβ(t−s) |Φ(s, t−)y| .

(3.2)

(v) There exist an invariant projector P ∈ C(I,P(Rn)) and α, β ∈ R>0 such that for
any t, s ∈ I, t ≥ s, and x, y ∈ Rn one has

|Φ(t, s)P(s)x| ≤ e−α(t−s) |P(s)x| ,
|Φ(s, t)(idRn −P(t))x| ≤ eβ(s−t) |(idRn −P(t))x| ,

see [15, Definition 1].

Proof. (i) ⇒ (ii): By Remark 2.21 there exist subspaces X ∈ Gr(k,Rn) and Y ∈
Gr(n− k,Rn) satisfying λ(X, Φ) = λk(Φ) < 0 < λn−k(Φ) = λ(Y, Φ).

(ii)⇒ (i): By Definition 2.20, we obtain

λk(Φ) ≤ λ(X, Φ) < 0 < λ(Y, Φ) ≤ λn−k(Φ).
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(ii)⇔ (iii): The subspaces X and Y define a projection by im Q := X and ker Q :=
Y and vice versa.

(iii)⇔ (iv): This follows directly from Lemma 2.12.

(iv)⇔ (v): Holds by Definition 3.1.

For a hyperbolic linear process Φ we refer to subspaces and projections satisfying
(ii) and (iii) of Lemma 3.5 as EMD-subspaces and EMD-projections, respectively.
Although we prefer the definition of EMD to the equivalent characterizations
in terms of EMD-subspaces or -projections, we will sometimes speak synony-
mously of Φ admitting an EMD on I with respect to a projection Q ∈ P(Rn), for
instance.

The basic concept of a dynamical dichotomy has a predecessor in the exponential
dichotomy (ED) in the asymptotic analysis of dynamical systems. Next, we recall
that notion. Let J ⊆ R be an interval and A ∈ L(Rn)J an admissible operator-
valued function defined on J, where admissible means that

ẋ = A(t)x

is well-posed and hence admits a solution operator Φ : J × J → L(Rn). Now Φ
is said to admit an exponential dichotomy on J if there exist an invariant projector
P ∈ C(J,P(Rn)) and K ∈ R≥1, α, β ∈ R>0 such that for any t, s ∈ J, t ≥ s one
has

‖Φ(t, s)P(s)‖ ≤ Ke−α(t−s),

‖Φ(s, t)(idRn −P(t))‖ ≤ Keβ(s−t).

For more details on exponential dichotomy we refer the reader to [78, 28, 26].

3.6 Remark. We want to emphasize the following points concerning Definition 3.3.

1. The two essential features that both ED and EMD share are:

a) the existence of a decomposition of the state space into the direct sum
of two subspaces such that trajectories under Φ are bounded in the
norm by exponentially decaying/growing functions,

b) and the exponential decay/growth rates α and β can be chosen uni-
formly with respect to the initial state and time.

In both cases the decomposition of the state space is also referred to as hy-
perbolic splitting.
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2. We want to emphasize that ED is a notion aiming at the asymptotic anal-
ysis of linear processes, whereas EMD aims at the transient behavior of
linear processes. Therefore, the essential difference between the two no-
tions lies in the constant K in the estimates in (3.2), just as discussed for the
one-dimensional growth rates in Remark 2.15. In the general case of ED
the constant is allowed to be larger than 1, in order to “conceal” transient
behavior and to capture asymptotic exponential growth rates only. In the
two-sided infinite-time situation with state space Rn or Cn the constant K
can be additionally linked to the infimum of the angles between image and
kernel of the invariant projector over time. An estimate of the form (3.2)
for the solution operator of a linear differential equation with K = 1 cor-
responds to orthogonality of im P(t) and ker P(t) for all t ∈ R and, in this
special case of exponential dichotomy, one speaks of strong dichotomy; see
[78, 107]. As we see, and as was already discussed in [17], notions of finite-
time hyperbolicity must be more than just time-restrictions of infinite-time
hyperbolicity notions.

3. In contrast to the two-sided infinite-time situation, in the finite-time context
the projection Q of a linear process on I admitting an EMD needs not be
unique; see, for instance, [17, Example 4]. Consequently, stable/unstable
subspace and linear integral manifold are neither. In fact, in Lemma 3.18
we are going to show that EMD-projections are always non-unique.

As can be seen directly from Lemma 3.5, Definition 3.3 includes some other finite-
time hyperbolicity notions as special cases. In the finite-time context so far only
solution operators Φ ∈ LP(I,Rn) of linear differential equations on a compact
time-interval I = [τ, τ + T], τ ∈ R, T ∈ R>0, i.e.

ẋ = A(t)x,

where usually A ∈ C(I, L(Rn)), have been considered. In this case, Φ regarded
as a linear process satisfies even continuous differentiability where we required
just Lipschitz continuity in Definition 2.1. From Lemma 2.12 and Lemma 3.5
it follows directly that, setting I = [τ, τ + T], our definition of EMD coincides
with the definition of M-hyperbolicity as defined in [16, 32], (finite-time) hyperbol-
icity as defined in [17, 15] and uniform hyperbolicity as in [53]. By setting I = J
it is obvious that our definition of an EMD corresponds essentially to the finite-
time hyperbolicity proposed in [31], which generalizes in particular the nonhy-
perbolic (τ, T)-dichotomy as suggested in [95]. From Lemma 2.12 and taking into
account the monotonicity preserving property of the logarithm one easily con-
cludes that nonhyperbolic (τ, T)-dichotomy is equivalent to Definition 3.3 with
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I = {τ, τ + T}. Another finite-time hyperbolicity notion of the EMD-type which
is based only on the start and end time-points can be found in the finite-time
Lyapunov exponent approach; see, for instance, [54, 101] and Section 7.1. As we
are going to show in Proposition 7.1, the FTLE approach is closely related to our
finite-time hyperbolicity notion.

Note that usually EMD-like finite-time hyperbolicity definitions are expressed in
terms of invariant projectors; see for instance [17, 14, 15, 32, 31].

By the nesting property of the extremal growth rates, see Lemma 2.16, we have
that k ∈ {0, . . . , n} in Definition 3.3 is uniquely defined. Of course, this does not
imply that the subspaces/projections mentioned in Lemma 3.5 are unique. Con-
sequently, the notion of EMD is well-defined, at least up to rank of the projection,
in contrast to the definition of a finite-time exponential dichotomy.

In the following, we investigate for a given linear process Φ the associated family
of linear processes (Φγ)γ∈R ∈ LP(I,Rn)R which is defined for any γ ∈ R and
s, t ∈ I by:

Φγ(t, s) := e−γ(t−s)Φ(t, s). (3.3)

The motivation to study Φγ comes from the fact that they arise naturally in the
study of linear differential equations

ẋ = A(t)x,

where, for instance, A ∈ C(I, L(Rn)), I an interval, and the corresponding shifted
linear differential equations for γ ∈ R

ẋ = (A(t)− γ idRn)x. (3.4)

Clearly, we have by definition that for any x ∈ Rn and (t, s) ∈6=I×I holds

∆(|Φγ(·, t−)x|)(t, s) = ∆(|Φ(·, t−)x|)(t, s)− γ.

As trivial consequences of this observation we obtain the following results. Let
Φ ∈ LP(I,Rn) and γ ∈ R. Φγ admits an EMD on I with projection Q ∈ P(Rn)

if and only if λ(im Q, Φ) < γ < λ(ker Q, Φ). Furthermore, the extremal growth
rates behave as the logarithmic difference quotient under the exponential weight,
i.e.

λk(Φγ) + γ = λk(Φ) and λk(Φγ) + γ = λk(Φ). (3.5)

Consequently, the following characterization of EMD for weighted linear pro-
cesses holds.
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3.7 Corollary. Φγ admits an EMD on I with k ∈ {0, . . . , n} if and only if λk(Φ) <

γ < λn−k(Φ).

Since the semimetric d̃I depends only on the growth rates, we get the following
normalization property: d̃I(Φ, Φγ) = γ.

3.2 Spectrum of Linear Finite-time Processes

Next, we introduce a finite-time spectral notion which is based on the EMD.

3.8 Definition (Finite-time dichotomy spectrum, cf. [17, 95, 32, 31]). We define

ΣI : LP(I,Rn)→ 2R, Φ 7→ {γ ∈ R; Φγ does not admit an EMD on I} ,

and call ΣI(Φ) the (finite-time dichotomy) spectrum and $(Φ) := R \ ΣI(Φ) the
(finite-time) resolvent set of Φ, respectively.

3.9 Remark. By Definition 3.8 it is clear that for two compact sets J, I ⊂ R with
J ⊆ I and Φ ∈ LP(I,Rn) we have that ΣJ(Φ

∣∣
J2) ⊆ ΣI(Φ).

3.10 Theorem (Spectral Theorem, [31, Theorem 10], cf. also [17, 32]). Denote

{i0, . . . , id} :=
{

j ∈ {0, . . . , n} ; λj(Φ) < λn−j(Φ)
}

, ik < ik+1, k ∈ {0, . . . , d− 1} .
(3.6)

Then the spectrum of Φ is the union of d disjoint compact intervals, i.e.

ΣI(Φ) =
d⋃

k=1

[λn−ik−1
(Φ), λik(Φ)],

and we call [λn−ik−1
(Φ), λik(Φ)] the k-th spectral interval.

Proof. This follows directly from Corollary 3.7, i.e. from the fact that

$I(Φ) =
n⋃

k=0

(λk(Φ), λn−k(Φ)) =
d⋃

k=0

(λik(Φ), λn−ik
(Φ)),

since (λk(Φ), λn−k(Φ)) = ∅ for k ∈ {0, . . . , n} \ {i0, . . . , id}, and the nesting prop-
erty of the extremal growth rates stated in Lemma 2.22.
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The assertion of Theorem 3.10 remains basically true if we require only abso-
lute continuity of Φ. However, in this case, the left-most and right-most spectral
intervals may be unbounded; see also the remark after Definition 2.13 and [17,
Theorem 17]. Theorem 3.10 together with Lemma 2.22 implies that ΣI(Φ) is non-
empty for any linear process Φ.

Due to the simple interval-structure of the spectrum where the endpoints of the
intervals are the extremal growth rates, we obtain the continuous dependence of
ΣI on the linear process from Lemma 2.23.

3.11 Proposition. The spectrum function ΣI : (LP(I,Rn), dI)→ (K(R), dH) is Lip-
schitz continuous with Lipschitz constant 1.

Additionally, we obtain a kind of continuity result of the spectrum with respect
to the time-set, corresponding to Lemma 2.24.

3.12 Corollary ([31, Theorem 17]). For any (Ji)i∈N ∈ K(I)N one has

lim
i→∞

dH(I,Ji) = 0 ⇒ lim
i→∞

dH(ΣI(Φ), ΣJi(Φ
∣∣
J2

i
)) = 0.

Proof. This follows from Theorem 3.10 and Lemma 2.24.

3.3 Robustness of Hyperbolicity

A desired property of hyperbolicity is its robustness under perturbations. Due to
our previous work on continuous dependence of growth rates this is established
easily.

3.13 Theorem (Robustness of EMD). Let Φ admit an EMD on I with k ∈ {0, . . . , n}.
Then any Ψ ∈ LP(I,Rn) with d̃I(Φ, Ψ) < min

{
−λk(Φ), λn−k(Φ)

}
admits an EMD

on I with k (and the same extremal subspaces).

Proof. This is a simple consequence of Lemma 2.23 and Definition 2.18, i.e. the
fact that the extremal growth rates of Φ and Ψ differ at most as much as Φ and
Ψ do. By Corollary 2.19 the same holds for the subspaces realizing the extremal
growth rates, so these can be chosen to define a hyperbolic splitting.
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3.14 Remark. For proofs of robustness in the infinite-time situation see [26, Lecture
4] for solution operators of linear ODEs onR, also [107, 108] for (semi-)strong ex-
ponential dichotomy, [93] for linear skew-product semiflows on general Banach
spaces and [63, 94] for further improvements of the aforementioned results.

3.15 Corollary. For given I the set

{Φ ∈ LP(I,Rn); Φ admits an EMD on I}

is open in LP(I,Rn) with respect to the topology induced by dI.

Next, we are going to show that the estimate in Theorem 3.13 is sharp and hence
gives the maximal perturbation bound for EMD persistence. This can be inter-
preted as a hyperbolicity radius or, in case Φ is an attractive linear process, as a
stability radius.

3.16 Theorem (Hyperbolicity radius). Let Φ admit an EMD on I. Then

θ := dist({0} , ΣI(Φ)) ∈ R>0

is the largest number such that any Ψ ∈ LP(I,Rn) with d̃I(Φ, Ψ) < θ admits an EMD
on I.

Proof. The fact that θ is a number with the asserted property is clear by Theo-
rem 3.13, thus it remains to show that it is the largest one. This is indeed clear by
the normalization property of d̃I, i.e. d̃I(Φ, Φθ) = θ and that Φθ does not admit
an EMD on I. The latter is due to the fact that θ ∈ ΣI(Φ).

3.4 Spectral Cones

In this section, we change the focus from subspaces to cones. This was originally
proposed in [32].

3.17 Definition (Stable/unstable cone, cf. [32, p. 11]). We define

Vs : LP(I,Rn)→ 2R
n
, Φ 7→

⋃ {
X ∈ Gr(1,Rn); λ(X, Φ) < 0

}
,

Vu : LP(I,Rn)→ 2R
n
, Φ 7→

⋃
{X ∈ Gr(1,Rn); λ(X, Φ) > 0} ,

where we call Vs(Φ) and Vu(Φ) the stable and unstable cone of Φ, respectively.
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Clearly, we can equivalently consider Vs(Φ) and Vu(Φ) as subsets of Gr(1,Rn)

(by not taking the union in Definition 3.17). In the following, we identify the
set of points lying in a one-dimensional subspace X ⊆ Rn with the point X ∈
Gr(1,Rn). Consequently, we obtain

V =
⋃
{X ∈ Gr(1,Rn); X ⊆ V} ∼= {X ∈ Gr(1,Rn); X ⊆ V} = Gr(1, V), (3.7)

and in that sense we can speak of a subspace being compact. By the continuity of
the growth rate functions for fixed Φ proved in Proposition 2.17, we obtain the
following result.

3.18 Lemma. The stable and unstable cones of Φ are open subsets of Gr(1,Rn).

The next proposition generalizes [32, Theorem 14] to compact time-sets and par-
tially removes the differentiability assumption on the norm, see Remark 2.11.

3.19 Proposition (cf. [32, Theorem 14]). The following statements hold:

(i) If Φ admits an EMD on I with Q ∈ P(Rn), then

im Q ⊆ Vs(Φ), and ker Q ⊆ Vu(Φ).

(ii) Suppose there exist subspaces U1 ⊆ Vs(Φ) and U2 ⊆ Vu(Φ) with U1⊕U2 = Rn.
Then Φ admits an EMD with projection Q defined by im Q = U1 and ker Q = U2.

Proof. (i): This follows directly from Definition 3.3 and Definition 3.17.
(ii): We need to show that λ(U1, Φ) < 0 < λ(U2, Φ). This is clear by the continu-
ity of the one-dimensional growth rate functions from Proposition 2.17 and the
compactness of U1 and U2 considered as subsets of Gr(1,Rn).

3.20 Remark. From the proof of part (ii) we can read off directly that the supre-
mum (infimum) over upper (lower) growth rates with respect to an arbitrary
compact subset of Vs(Φ) (Vu(Φ)), considered as subsets of Gr(1,Rn), gives a
negative (positive) number.

In the following, we are going to study the behavior of stable and unstable cones
under variation of the weighting parameter γ ∈ R for fixed linear process Φ, i.e.
the functions

R→ 2R
n
,

{
γ 7→ Vs(Φγ),

γ 7→ Vu(Φγ).
(3.8)
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The sets Vs(Φγ) and Vu(Φγ) can be considered as finite-time analogues of the
sets of so-called γ+- and γ−-quasibounded solutions in the two-sided infinite-
time ODE case; see [103, p. 247]. Clearly, for any γ ∈ Rwe have

Vs(Φγ) =
{

x ∈ Rn; λ(span {x} , Φ) < γ
}

,

Vu(Φγ) = {x ∈ Rn; λ(span {x} , Φ) > γ} .
(3.9)

Less formally spoken, Vs(γ) and Vu(γ) contain those initial values, whose evo-
lutions “proceed” at an exponential rate of at most and at least γ, respectively.
The following result is clear by definition in Eq. (3.8).

3.21 Lemma. The functions γ 7→ Vs(Φγ) and γ 7→ Vu(Φγ) are increasing and de-
creasing with respect to set-inclusion, respectively.

Thus, the families of cones (Vs(Φγ))γ∈R and (Vu(Φγ))γ∈R can be regarded as
(reversed) filtrations of cones.

Theorem 3.10 clarifies the structure of the spectrum and consequently of the re-
solvent set. The following relationship between the parameter γ ∈ $(Φ) and the
rank of the associated EMD-projections is easily seen. We provide a direct and
short proof for [17, Lemma 16].

3.22 Lemma (cf. [17, Lemma 16]). The following function is well-defined:

r : $(Φ)→ N, γ 7→∈
(
rk[P(γ)]

)
,

where

P : $(Φ)→ 2P(Rn), γ 7→ {Q ∈ P(Rn)); Φγ admits an EMD on I with Q} ,

and one has
γ ∈ (λik , λn−ik

) ⊆ $(Φ) ⇐⇒ r(γ) = ik. (3.10)

Proof. By Lemma 2.22 the set rk[p(γ)] is a singleton set and hence the function r
is well-defined. The equivalence in Eq. (3.10) now follows from Eq. (3.5), Corol-
lary 3.7 and Lemma 3.5, which states that the rank of an EMD-projection can be
read off as the index of the largest maximal lower growth rate smaller than γ.

Clearly, r(γ) also corresponds to the maximal dimension of subspaces contained
in Vs(Φγ) for γ ∈ $(Φ). Opposing to this piecewise constancy we have the
following strict monotonicity result.



3.4. SPECTRAL CONES 33

3.23 Lemma. The functions Vs
∣∣
[λn(Φ),λn(Φ)]

and Vu
∣∣
[λn(Φ),λn(Φ)]

are, respectively,
strictly increasing and strictly decreasing with respect to set-inclusion.

Proof. We prove the assertion for Vs
∣∣
[λn(Φ),λn(Φ)]

since the other case is completely
analogous. First we observe, that Vs(Φγ) = {0} if and only if γ ∈ (−∞, λn(Φ)].
Consequently, Vs(Φγ) is open if and only if γ ∈ (λn(Φ), ∞) ⊃ (λn(Φ), λn(Φ)].
On the other hand, Vs(Φγ) has non-empty boundary if and only if
γ ∈ (−∞, λn(Φ)], i.e. if and only if Vs(Φγ) 6= Rn. In summary, Vs(Φγ) is open
and has non-empty boundary if and only if γ ∈ (λn(Φ), λn(Φ)]. From Eq. (3.9)
it follows immediately that Vs(Φγ′) contains the boundary of Vs(Φγ) whenever
γ′ > γ. Moreover, due to continuous dependence of Φ on the initial value, for
any x ∈ Vs(Φγ) there exists a neighborhood U of x (inRn) such that U ⊆ Vs(Φγ′)

for γ′ > γ.

Observe that this sensitive dependence on the parameter γ within each interval of
the resolvent set $(Φ) does not hold in the two-sided infinite-time ODE case; see
[103, Lemma 3.2]. This indicates a difference in the parameter dependence, which
is not surprising in finite time. As a consequence of the proof of Lemma 3.23 we
obtain the following result.

3.24 Corollary. For any γ ∈ (λn(Φ), λn(Φ)) we have

span(Vs(Φγ)) = span(Vu(Φγ)) = Rn.

A natural question is what happens with Vs(Φγ) and Vu(Φγ) when changing
γ within one of the middle intervals of $(Φ)? On the one hand, Lemma 3.23
says that Vs(Φγ) increases and Vu(Φγ) decreases strictly when increasing γ. On
the other hand, the maximal dimension of contained subspaces does not change.
Roughly speaking, by increasing γ the stable cones Vs(γ) fatten up without gain-
ing higher-dimensional subspaces exactly as do the unstable cones Vu(Φγ) by
decreasing γ. In this sense, we obtain the “purest” or “thinnest” stable (unstable)
cone of a connected component of $(Φ) by taking the limit towards the lower
(higher, respectively) boundary with respect to γ. This is how we introduce the
finite-time analogue of spectral manifolds in the two-sided infinite-time case; see
[98, 103].

3.25 Definition (Spectral cones). With the notation in Eq. (3.6) let

ΣI(Φ) =
d⊎

k=1

[λn−ik−1
(Φ), λik(Φ)].
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Then we define for k ∈ {1, . . . , d}

Wk(Φ) :=
⋂

γ<λn−ik−1
(Φ)

Vu(γ) ∩
⋂

γ>λik
(Φ)

Vs(γ),

and we call Wk(Φ) the k-th spectral cone of Φ, associated to the spectral interval
[λn−ik−1

(Φ), λik(Φ)].

Definition 3.25 generalizes the notion of spectral manifolds, which are introduced
in [32, p. 4183] and which are in general non-unique. The following theorem
strengthens [32, Theorem 11(ii)] towards a characterization of spectral cones.

3.26 Theorem (Characterization of spectral cones). Let d denote the number of the
spectral intervals and k, l ∈ {1, . . . , d}. Then the k-th spectral cone can be characterized
by

Wk(Φ) =

x ∈ Rn;
∧

(t,s)∈6=I×I
λn−ik−1

(Φ) ≤ ∆(|Φ(·, t−)x|)(t, s) ≤ λik(Φ)

 .

As a consequence, for k 6= l we have thatWk(Φ) ∩Wl(Φ) = {0}. Furthermore, there
exists a subspace U ⊆ Wk(Φ) with dim U ≥ ik − ik−1.

Proof. The characterization of the spectral cones follows directly from their Def-
inition 3.25 and (3.9). It remains to show the existence of the subspace. To this
end, let k ∈ {1, . . . , d}, X ∈ Gr(n − ik−1, n), Y ∈ Gr(ik, n) such that λ(X, Φ) =

λn−ik−1
(Φ) and λ(Y, Φ) = λik(Φ). It is easily seen by (3.9) that

X ⊆ Vu(λn−ik−1
(Φ)− 0) and Y ⊆ Vs(λik(Φ) + 0).

For all γ < λn−ik−1
(Φ) with (γ, λn−ik−1

(Φ)) ∩ $(Φ) = ∅ (γ > λik(Φ) with
(λik(Φ), γ) ∩ $(Φ) = ∅) the (un-)stable cone Vs(Φγ) (Vu(γ), respectively) con-
tains subspaces of dimension at most ik (n− ik−1, respectively). Thus, by the di-
mension formula for intersections of subspaces, we obtain for U := X ∩Y ⊆ Wk

dim(X ∩Y) = dim X + dim Y− dim(X + Y)

= n− ik−1 + ik − dim(X + Y) ≥ ik − ik−1 > 0.

A desirable result is that the spectral cones span the whole space Rn. A further
question is if one can choose a subspace from each spectral cone such that these
subspaces span the whole state space Rn. Both questions turn out to be very
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difficult and, to the best of the author’s knowledge, a solution has not been found
yet. In the following, we want to sketch two approaches, which could answer the
two questions.

The first approach is to show that the span of all spectral cones isRn. To this end,
assume to the contrary that ∑d

j=1Wj(Φ) 6= Rn and thus dim(∑d
j=1Wj(Φ)) =

k < n. Then there exists a direct summand V ⊆ Rn, i.e. ∑d
j=1Wj(Φ)⊕ V = Rn

and dim V = n − k. Necessarily, we have V ∩ ⋃d
j=1Wj(Φ) = {0} and conse-

quently V ∩ Wj(Φ) = {0} for each j ∈ {1, . . . , d}. By the characterization in
Theorem 3.26(i) it follows that [λ(V, Φ), λ(V, Φ)] ⊂ $(Φ). One would hope that
this leads to some contradiction. However, such subspaces exist, obviously one-
dimensional subspaces, i.e. lines that “exit” the unstable cone when increasing
the parameter γ within one interval of the resolvent set $(Φ) and that “enter” the
stable cone when further increasing γ (cf. the last paragraph of Section 6.3), but
also higher-dimensional subspaces are possible. A solution might be obtained by
a careful investigation of the dimension of V and the rank jumps as considered
in Lemma 3.22.

A second approach is to answer the second question directly by finding sub-
spaces in the spectral cones which span Rn. The difference to the first approach
is that in the case of subspaces, a classical yet elementary argument, which is of-
ten referred to as algebraic lemma, becomes available; cf. [98], see [102, p. 58] for a
proof.

3.27 Lemma. Let X be a vector space, A, B, C ⊆ X subspaces and C ⊆ A, then

A ∩ ([B] + [C]) = [A ∩ B] + [C].

Evidently, for Xk ∈ Gr(n − ik,Rn), Yk ∈ Gr(ik,Rn), k ∈ {0, . . . , d}, with
λ(Xk, Φ) = λn−ik

(Φ) and λ(Yk, Φ) = λik(Φ) we have Xk ⊕ Yk = Rn. In or-
der to apply the algebraic lemma successively, we need to prove that for any
choice of Xk ∈ Gr(n− ik,Rn) such that λ(Xk, Φ) = λn−ik−1

(Φ) there exists Xk+1 ∈
Gr(n − ik+1,Rn) with λ(Xk+1, Φ) = λn−ik+1

(Φ) and Xk+1 ⊂ Xk. However, it
seems to be unclear if such a reversed filtration of subspaces with respect to the
spectral cones exists. The difficulty that appears here is the required indepen-
dence of the choice.

For the above mentioned reasons and as is discussed in [17, Section 4], the role of
spectral cones (or manifolds) remains unclear.





4 Computation of Extremal Growth
Rates

Under a practical perspective, it is essential to have efficient tools
available for the computation of the spectrum. [. . . ] The finite-time
nature of Σ(A), however, should make a computational approach
feasible. Moreover, any such approach should work for rather large
classes of functions t 7→ A(t) alike [. . . ]. The examples above indicate
that Σ(A) can be quite hard to compute directly from its definition,
even for very simple A.

(Berger, Doan & Siegmund [17])

This chapter is devoted to an approach to the computation of the spectrum via the
computation of extremal growth rates, as desired in the above quotation. Indeed,
we suggest to compute (extremal) growth rates directly from their definition, re-
call Definition 2.13, Definition 2.13 and Definition 2.20, as a (consecutive) opti-
mization problem on I and the Riemannian manifolds Gr(1, X) and Gr(k,Rn),
respectively. Optimization on Riemannian manifolds is a relatively new field in
continuous optimization.

Two classical optimization approaches for unconstrained optimization problems
are linesearch and trust-region methods; see [52]. In the classical formulation,
the basic problem is to minimize a (twice) continuously differentiable function
f : Rn → R. Following [52], the general scheme for linesearch algorithms is as
follows: for an initial point x, firstly, a search direction p ∈ Rn is calculated. This
direction is required to be a descent direction, i.e.,

〈p, grad f (x)〉 < 0, if grad f (x) 6= 0;

so that, for small steps along p, Taylor’s theorem guarantees that the objective
function may be reduced. Secondly, a suitable step size α > 0 is calculated so
that

f (x + αp) < f (x).

37
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The computation of α is the linesearch, and may itself be an iteration. Finally,
given both search direction and step size, the iteration concludes by setting

x̂ = x + αp,

and repeating the iteration with initial point x̂. Two specific versions of linesearch
algorithms are the method of steepest descent with search direction p = − grad f (x)
and the Newton method with search direction p solving

H(x)p := ∂⊗ grad f (x)p = − grad f (x),

i.e. H(x) is the Hessian of f at x.

Trust-region methods, by contrast, pick the overall step s := αp to deduce a
“model” of f (x + ·), often a linear or quadratic approximation (but not neces-
sarily obtained from a Taylor expansion), and accept x̂ = x + s if the decrease
predicted by the model is realized by f (x + s). Since there is no guarantee that
this will always be so, the fall-back mechanism is to set x̂ = x, and to refine the
model when the existing model produces a poor step; for a textbook on trust-
region methods see [25].

Both approaches, the linesearch and the trust-region approach, have been ex-
tended to optimization problems on Riemannian manifolds; see [3, Chapter 4]
and [3, Chapter 7], respectively, and the references therein.

Note that necessarily, when running computer programs, we face discretization
in time and space, as well as numerical errors in the integration scheme. As
with respect to time discretization, recall Lemma 2.24 saying that the compu-
tation of extremal growth rates is robust under time-set approximations. Sec-
ondly, Lemma 2.23 says that the computation of extremal growth rates is robust
under approximations of the solution operator. In summary, a finer discretiza-
tion will result in improved approximations of the true (extremal) growth rates.
This justifies any computational approach to the computation of the extremal
growth rates and hence of the spectrum of linear processes generated by linear
ODEs.

As a consequence of the approximation results, we consider in this chapter linear
finite-time processes that are generated by a linear ODE on a compact interval
I = [t−, t+]. In this chapter, we assume that Rn is endowed with a C∞-norm
(naturally, except for the origin) such as the Euclidean norm |·| =

(
x 7→ 〈x, x〉 1

2

)
or the Γ-norm |·|Γ =

(
x 7→ 〈x, Γx〉 1

2

)
with a symmetric positive definite matrix
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Γ ∈ Rn×n, see also Section 6.3. In particular, that turns the unit sphere S =

|·|−1 [{1}] into a C∞ submanifold ofRn by Proposition A.10, since |·|
∣∣
Rn\{0} : Rn \

{0} → R>0 is a surjective submersion.

The scope of this chapter is to apply one of the discussed approaches to the com-
putation of (extremal) growth rates of linear processes on I, namely the Newton
algorithm. A comparison of different methods and an extensive study of dif-
ferent finite-time processes is beyond the scope of this work and is reserved for
future research. To apply the Newton algorithm we first have to examine condi-
tions to establish the necessary regularity of the growth rate functions. Later,
we present the Grassmann-Newton algorithm as derived in [2, 3], before we
describe conceptually how we evaluate the respective objective function. We
close with a simple numerical example and some tests in the discussion sec-
tion.

4.1 Regularity of Growth Rates

Throughout this chapter, we require the right-hand side A : I → L(Rn,Rn) of
the linear ODE under consideration to be four times continuously differentiable,
such that the associated linear solution operator Φ : I × I → L(Rn,Rn) is five
times continuously differentiable; see, for instance, [6, Section 9] for more details
on the regularity theory for solution operators.

Regularity of one-dimensional growth rates

In a first step, we investigate the regularity of one-dimensional growth rates. We
make use of the equivalent definition of growth rates; see Lemma 2.12 and Eq.
(6.5). For a subspace X ⊆ Rn we introduce

f : I× X \ {0} → R, (t, x) 7→ (|Φ(·, t−)x|)′(t)
|Φ(t, t−)x| .

Clearly, f is four times continuously differentiable in the first argument and in-
definitely continuously differentiable in the second argument. We have by defi-
nition

min { f (t, x); t ∈ I} = λ(span {x} , Φ)
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and

max { f (t, x); t ∈ I} = λ(span {x} , Φ).

In the following, we make use of the identification stated in the introduction to
Section 2.3 and use vectors and one-dimensional subspaces as well as neighbor-
hoods in Rn and corresponding neighborhoods in Gr(1, X) synonymously. The
neighborhood correspondence is justified by Lemma B.8.

Next, we discuss sufficient conditions for threefold continuous differentiability
of one-dimensional growth rates. To this end, let X ⊆ Rn be a subspace, U ∈
Gr(1, X) and x ∈ U such that U = span {x}. Then min { f (t, x); t ∈ I} is attained
at some t∗ ∈ I. The most important requirement for regularity is the uniqueness
of the (global) minimum point. Moreover, we need to distinguish between two
cases.

(i) t∗ ∈ (t−, t+): In this case, if t∗ is the unique time point at which the mini-
mum is attained and t∗ is a non-degenerate minimum, i.e. ∂0 f (t∗, x) = 0 and
∂2

0 f (t∗, x) > 0, then by the Implicit Function Theorem there exists a locally
defined three times continuously differentiable function T : V ⊆ Rn → I, V
a neighborhood of x, such that (v 7→ λ(span {v} , Φ)) = (v 7→ f (T(v), v))
on V. Hence, λ(span {·} , Φ) is three times continuously differentiable on
V.

(ii) t∗ ∈ {t−, t+}: In this case, if the minimal point t∗ on the boundary of I is
unique and has a non-vanishing one-sided derivative, then the minimum
point t∗(y) will remain there constantly for y ∈ U, U a neighborhood of x,
due to the continuity of f .

In the case of non-uniqueness of the extremal point t∗, a general analysis is impos-
sible due to “generalized” (in the sense of multi-parameter dependence) cross-
ings of different local minima, which interchange the role of global minima, com-
pare also the discussion in Theorem 7.7 in the simpler two time-point setting. The
discussion for the upper growth rate is completely analogous.

Regularity of general growth rates

By similar arguments we can discuss differentiability for the general growth
rates. As before, we assume that Φ ∈ LP(I,Rn) is five times continuously dif-
ferentiable. Let k ∈ {2, . . . , n}.
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As a first preparatory step we need a parametrization for the elements in Gr(1, Y),
for Y ∈ UA around some fixed X ∈ Gr(k,Rn) and A ∈ St(k,Rn) with π(A) = X,
i.e. for the lines in the k-dimensional subspaces Y that are close to X. Locally, this
can be done most naturally by

p : R(n−k)×k ×Rk−1 → Gr(1,Rn), (K, u) 7→ (A + A⊥K)[pS (u)],

where

• pS is a local parametrization of Gr(1,Rk) (in the sense of pA in Section B.2),

• p is smooth in both arguments, and

• for any K ∈ R(n−k)×k with pA(K) = Y ∈ UA ⊂ Gr(k,Rn) and u ∈ Rk \ {0}
we have p(K, u) ∈ Gr(1, Y).

For each X ∈ Gr(k,Rn) the lower growth rate λ(X, Φ) is attained at some U∗ ∈
Gr(1, X). Now fix X, choose A ∈ St(k,Rn) such that π(A) = X and assume
that U∗ is the unique minimal point. Let pS be a local parametrization around
u∗ ∈ Rk−1 such that A[pS (u∗)] = U∗. In the parametrization above this means
that there is a unique u∗ ∈ Rk−1 such that p(0, u∗) = U∗. Locally, i.e. on UA and
around U∗, we can rewrite our optimization problem introducing

gX : R(n−k)×k ×Rk−1 → R, (K, u) 7→ λ(p(K, u), Φ),

as
λ(X, Φ) = min

{
gX(0, u); u ∈ Rk−1

}
= gX(0, u∗).

By assumption u∗ is unique, furthermore assume that u∗ is “well-behaved” in
the sense of (i) or (ii) of the preceding section. Then gX(0, ·) is three times con-
tinuously differentiable in u∗. Additionally, assume that u∗ is a non-degenerate
minimum point, i.e.

∂1gX(0, u∗) = 0, ∂2
1gX(0, u∗) > 0.

Then by the Implicit Function Theorem there exists a neighborhood V of the ori-
gin in R(n−k)×k and a twice continuously differentiable function v : V → Rk−1

such that the value λ(π(A + A⊥K), Φ) is uniquely attained by gX(K, v(K)) for
K ∈ V. This means that the lower growth rate can be represented as the compo-
sition of twice continuously differentiable functions.

For a discussion of the uniqueness of extremal subspaces see also [17, Section
4]. It seems to be an open problem to find sufficient conditions for the presence
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of unique extremal subspaces. Nevertheless, the above regularity considerations
show that the application of a Newton-like algorithm on the Grassmann mani-
fold is feasible. We have pointed out the obstacles for differentiability, which can
be the reason for a malfunctioning computation.

4.2 The Grassmann-Newton Algorithm

As mentioned in the introduction to this chapter, two fundamental methods in
continuous optimization are linesearch methods and trust-region methods. As
a first computational approach we describe in the following a special linesearch
method, the Newton method, specified to the Riemannian manifold Gr(k,Rn).

The classical Newton method

The Newton algorithm, also referred to as Newton-Raphson method, is one of the
classical iterative algorithms for solving nonlinear equations

F(x) = 0,

where F ∈ C1(Rn,Rn). It is treated in probably every introductory textbook
on numerical analysis and we refer the reader to [30]; a historical review can be
found in [111]. In this standard setting, the Newton iteration is given by

F′(xk)yk = ∂yk F(xk) = −F(xk), xk+1 = xk + yk, k ∈ N, (4.1)

with initial value x0 ∈ Rn and supposed invertibility of F′(xk) for k ∈ N. Under
appropriate conditions, cf. [30, Chapters 2 & 3], the Newton algorithm is well-
known to converge (locally) quadratically.

The Newton algorithm has been generalized and modified in several directions.
One of these is the establishment of a Newton algorithm on manifolds; see [3,
Section 6.6] for a historical review and further references, where [105] and [106]
where the first to formulate the method on Riemannian manifolds; [105] provides
a first proof of quadratic convergence.
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Newton method on Riemannian manifolds

Let (M, g) be a Riemannian manifold with Riemannian connection ∇. The idea
of transferring the classical Newton method to Riemannian manifolds is to give
meaning to the objects appearing in Eq. (4.1) in the manifold context by the fol-
lowing substitutions: we replace F ∈ C1(Rn,Rn) by a C1 vector field F ∈ X (M),
the directional derivative ∂y by the Riemannian connection∇, and the linear up-
date rule xk+1 = xk + yk by the exponential map xk+1 = expxk

(yk). Thus, the
Riemann-Newton method reads as follows:

∇(yk, F) = −F(xk), xk+1 = expxk
(yk), k ∈ N,

with yk ∈ Txk M and initial value x0 ∈ M. Again and for the rest of this chapter,
we assume solvability of the first equation. For modifications in the absence of
invertibility, also referred to as Quasi-Newton-methods, see, for instance, [30] and
[3, Chapter 8].

Newton method for real-valued functions

In the case that the C1 vector field F is the gradient field of a C2 cost func-
tion f : M → R, the aim of applying the Newton algorithm is to find criti-
cal points of f , and we obtain the Newton method for real-valued functions
as

∇(yk, grad f ) = − grad f (xk), xk+1 = expxk
(yk), k ∈ N.

The lifted Grassmann-Newton method for real-valued functions

So far, we stated the Newton method on manifolds in terms of the affine (or the
Riemannian) connection. However, though mathematically sufficient, this for-
mulation leaves open how to actually perform the Newton algorithm numerically.
For our concrete problem of finding extreme points of (one-dimensional) growth
rates, which are in particular critical points, we make use of the matrix represen-
tations of the elements in Gr(k,Rn) and their construction by horizontal lifts to
calculate in St(k,Rn); see Appendix B.

For the Grassmann case, the Newton algorithm reads as follows:

∇Gr(Yk, gradGr f ) = − gradGr f (Xk), Xk+1 = expXk
(Yk), k ∈ N.
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Since the first equation holds in the Grassmann tangent space, we lift it to the hor-
izontal space (omitting the subindex k for convenience) at A ∈ π−1[{X}]:

∇Gr(Y, gradGr f )A
(B.24)
= Ππ(A⊥)∇St

(
YA, gradGr f ◦ π

)
(B.19)
= Ππ(A⊥)∇St

(
YA,

(
B 7→ gradSt( f ◦ π)(B)B>B

))
(B.18)
= Ππ(A⊥)∇St

(
YA,

(
B 7→ ∂⊗ ( f ◦ π)(B)B>B

))
(B.25)
= Ππ(A⊥)∂YA

(
B 7→ ∂⊗ ( f ◦ π)(B)B>B

)
(A)

= −∂⊗ ( f ◦ π)(A)A>A

= − gradSt( f ◦ π)(A)A>A
(B.19)
= −gradGr f (X)A,

i.e. the corresponding Newton equation on the Stiefel manifold is

Ππ(A⊥)∂Y

(
B 7→ ∂⊗ ( f ◦ π)(B)B>B

)
(A) = −∂⊗ ( f ◦ π)(A)A>A.

This needs to be solved for Y ∈ HA and the solution maps to the Newton di-
rection on the Grassmann manifold via Dπ

∣∣
A. The last equation can be further

simplified: we make use of the fact that we solve in the horizontal space, i.e.
Y>A = 0, so after applying the product rule

∂Y

(
B 7→ ∂⊗ ( f ◦ π)(B)B>B

)
(A) =

= ∂Y(∂⊗ ( f ◦ π))(A)A>A + ∂⊗ ( f ◦ π)(A)Y>A + ∂⊗ ( f ◦ π)(A)A>Y

= ∂Y(∂⊗ ( f ◦ π))(A)A>A

we obtain

Ππ(A⊥)∂Y(∂⊗ ( f ◦ π))(A)A>A = −∂⊗ ( f ◦ π)(A)A>A

and, since A>A is invertible, we finally get the Newton equation

Ππ(A⊥)∂Y(∂⊗ ( f ◦ π))(A) = −∂⊗ ( f ◦ π)(A)

with the update step

Â = AV cos Σ + U sin Σ,

where Y = UΣV> is a thin SVD, see Proposition B.27.
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Algorithm 1 Pseudocode for the Grassmann-Newton algorithm

Require: Cost function f and initial value A ∈ St(k,Rn)

repeat
compute the gradient by finite differences
compute the Hessian by finite differences
matricize the Hessian and vectorize the gradient to form the Grassmann-
Newton equations
solve for a horizontal Y
take a geodesic step along the direction given by Y to obtain a new iterate A
until some tolerance condition is satisfied
return [ f (Y∗), Y∗], i.e. critical value and critical point of the cost function

The pseudocode for the lifted Grassmann-Newton algorithm is displayed in Al-
gorithm 1.

An implementation of the Grassmann-Newton method can be found in the
sg_min-package by R. A. Lippert1, which follows the slightly different approach
in [36] by restricting to St∗(k,Rn), thereby incorporating orthogonality con-
straints; for a documentation of the involved procedures of the Matlab-package,
for pseudocodes and examples see [37].

4.3 The Computation of Growth Rates

In this section, we want to describe how we evaluate the different growth rate
functions. We start with the one-dimensional growth rates, which are computed
straightforwardly using the code displayed in Algorithm 2: solve the ODE on an
interval adaptively, compute the logarithmic difference quotient for subsequent
time points and return the minimum of these values.

The general idea for computing k-dimensional growth rates is the following: con-
struct a discretization of the unit sphere in Rk, map it into the k-dimensional
subspace under consideration of Rn by a subspace spanning matrix, compute
the lower/upper growth rate for each initial value thus obtained and return
the minimum/maximum, respectively, of the growth rates. The code for the
2-dimensional lower growth rate is displayed in Algorithm 3, the one for the
3-dimensional lower growth rate in Algorithm 4.

1http://web.mit.edu/~ripper/www/sgmin.html

http://web.mit.edu/~ripper/www/sgmin.html
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Algorithm 2 MATLAB-code for the computation of lower growth rates of one-
dimensional subspaces

function lmin = lgr1d(ode,tstart,tfinal,iv,options)

[T,Y] = ode45(ode,[tstart tfinal],iv,options);
n = size(Y,1);
Ynorm = zeros(1,n);
for j = 1:n

Ynorm(j) = norm(Y(j,:));
end
logY = log(Ynorm);
rate = diff(logY)./diff(T');
lmin = min(rate);
end

Algorithm 3 MATLAB-code for the computation of lower growth rates of two-
dimensional subspaces

function lmin = lgr2d(ode,tstart,tfinal,IS,options)

t = 0:0.01:1;
m = size(t,2);
X0 = [cos(2*pi*t); sin(2*pi*t)];
I0 = IS*X0;
l = zeros(1,m);
for j=1:m

l(j) = lgr1d(ode,tstart,tfinal,I0(:,j),options);
end
lmin = min(l);
end
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Algorithm 4 MATLAB-code for the computation of lower growth rates of three-
dimensional subspaces

function lmin = lgr3d(ode,tstart,tfinal,options)

[A,B,C] = sphere(100);
[m,n] = size(A);
l = zeros(m,n);
for i = 1:m

for j = 1:n
l(i,j) = lgr1d(ode,tstart,tfinal,[A(i,j); B(i,j); C(i,j)],options);

end
end
lmin = min(min(l));
end

Finally, the extremal growth rates are computed by applying the Grassmann-
Newton algorithm to the respective growth rate functions.

4.4 Numerical Example

We consider the following time-translation invariant ODE

ẋ =

5 0 0
0 2 0
0 0 1

 x.

This system serves as a three-dimensional toy model to perform the simplest
but non-trivial task: compute extremal 2-growth rates. The computation of the
minimal upper 1-growth rate starting with a random normalized initial vector
gives the following output:

>> Y = orth(random(’Normal’,0,1,3,1))

Y =

-0.1817

-0.6198

0.7634
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>> [f,B]=sg_min(Y,1e-4,1e-4)

iter grad F(Y) step type

0 9.285488e+00 3.386564e+00 110 one

invdgrad: Hessian not positive definite, CG terminating early

1 9.270664e-01 1.648862e+00 78 ewton step

invdgrad: Hessian not positive definite, CG terminating early

2 1.129089e+01 1.232478e+00 78 ewton step

3 1.062883e+00 1.004275e+00 78 ewton step

4 1.739459e-03 1.000000e+00 78 ewton step

5 1.300902e-04 1.000000e+00 78 ewton step

f =

1.0000

B =

-0.0000

-0.0000

1.0000

The maximal lower 1-growth rate is computed as

>> Y = orth(random(’Normal’,0,1,3,1))

Y =

-0.7110

0.0618

-0.7005

>> [f,B]=sg_min(Y,1e-4,1e-4)

iter grad F(Y) step type

0 3.978992e+00 -3.039832e+00 110 one

invdgrad: max iterations reached inverting the hessian by CG

1 1.282777e-01 -4.998619e+00 115 teepest step

2 5.070674e-07 -4.999988e+00 78 ewton step

3 3.863432e-08 -4.999988e+00 78 ewton step
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f =

-5.0000

B =

-1.0000

-0.0000

0.0000

Note that the optimizers are computed correctly up to 4 decimals and that the
sign of the function values is reversed due to the fact that we solve a maximiza-
tion problem with a minimizing Newton algorithm. The computation of the min-
imal upper 2-growth rate yields

>> Y = [.2 -.1; 1 0; 0 1];

>> [f,B]=sg_min(Y,1e-4,1e-4)

iter grad F(Y) step type

0 7.607323e+00 3.573170e+00 110 one

invdgrad: Hessian not positive definite, CG terminating early

1 1.737347e-03 1.999996e+00 78 ewton step

invdgrad: Hessian not positive definite, CG terminating early

2 5.683726e-03 1.999996e+00 115 teepest step

invdgrad: Hessian not positive definite, CG terminating early

3 1.720800e-03 1.999996e+00 78 ewton step

invdgrad: Hessian not positive definite, CG terminating early

4 3.615272e-04 2.000000e+00 78 ewton step

f =

2.0000

B =

-0.0000 -0.0666

-1.0000 -0.0001

0.0001 -0.9978
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where the computed minimizer is close to the known minimizer

B =

0 0
1 0
0 1

 .

The computation of the maximal lower 2-growth rate yields

>> Y = [1 0; 0 1; .15 -.1];

>> [f,B]=sg_min(Y,1e-4,1e-4)

iter grad F(Y) step type

0 1.955473e-01 -1.991239e+00 110 one

invdgrad: Hessian not positive definite, CG terminating early

1 6.272228e-02 -2.002850e+00 78 ewton step

invdgrad: Hessian not positive definite, CG terminating early

invdgrad: max iterations reached inverting the hessian by CG

2 1.335748e-01 -2.002865e+00 78 ewton step

invdgrad: Hessian not positive definite, CG terminating early

3 4.048595e-03 -1.999996e+00 78 ewton step

invdgrad: Hessian not positive definite, CG terminating early

4 1.856702e-04 -2.000000e+00 78 ewton step

invdgrad: Hessian not positive definite, CG terminating early

5 5.775199e-06 -2.000000e+00 78 ewton step

f =

-2.0000

B =

-0.9886 -0.0000

-0.0000 -1.0000

-0.1508 0.0000

where again the maximizer is close to the known one. The call of the upper
growth rate function for R3 gives

>> ugr3d(@linear3d,0,.5,options)
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ans =

5.0000

whereas the lower growth rate of R3 is computed as

>> lgr3d(@linear3d,0,.5,options)

ans =

1.0000

In summary, the computed approximation of the spectrum of e·A on [0, 0.5] is

Σ(e·A) = {1} ∪ {2} ∪ {5} ,

which correctly matches the analytically known result, cf. Section 6.3. In sum-
mary, this example shows the applicability of the Newton algorithm for the com-
putation of extremal growth rates.

4.5 Discussion

In this section, we want to apply the algorithm to more challenging examples.
The following time-translation invariant examples are all considered on the time-
interval [0, 0.5].

4.1 Example (Non-unique extremal subspaces). Consider the following example
with some obviously non-unique extremal subspaces

ẋ =

2 0 0
0 2 0
0 0 1

 x.

The unique one-dimensional subspace realizing the minimal upper 1-growth rate
together with its growth rate is correctly computed. For the non-unique one-di-
mensional subspace realizing the maximal lower growth rate we obtain for a
randomly chosen initial value
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f =

-2.0000

B =

-0.8588

0.5123

0.0000

with a correctly computed vanishing third component. For the non-unique two-
dimensional subspace realizing the minimal upper 2-growth rate we obtain the
correct growth rate with a minimizer, which is not aligned with the canonical
axes,

f =

2.0000

B =

0.7001 -0.5143

0.6982 0.3478

0.1495 0.7839

The maximal growth rate within the subspace spanned by B is attained for an
initial vector lying in theR2× {0}-plane. For the unique extremal subspace with
respect to the maximal lower 2-growth rate the calculation, initialized with a ran-
dom initial plane, finishes after 3 steps with the desired result:

f =

-2.0000

B =

-0.8656 -0.5007

0.5007 -0.8656

-0.0000 -0.0000
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In summary, the extremal growth rates are computed correctly.

4.2 Example (EMD detection). Consider the following test example for a correct
detection of EMD,

ẋ =

(
0.001 0

0 −0.001

)
x.

For randomly chosen initial values both extremal 1-growth rates are computed
correctly and hence EMD is detected.

4.3 Example (Non-diagonal right-hand side). Consider the following time-trans-
lation invariant ODE

ẋ =

(−1 0
−2 1

)
x, (4.2)

where the linear operator has eigenvalues −1 and 1 with corresponding eigen-
vectors

(
1
1

)
and

(
0
1

)
, respectively. In this case, both computations for the minimal

upper and the maximal lower 1-growth rate do not terminate when started with
the parameters used in Section 4.4. A glimpse on the lower growth rates in Fig-
ure 4.1(a) and on the upper growth rates in Figure 4.1(b) of the lines parametrized
over the (normalized) angle indicates that at the respective optimizers the growth
rate functions may be not differentiable.

The same problem seems to occur when we consider the following parametrized
version of Eq. (4.2): let

Sα :=
(

1 0
α 1

)
, Aα := Sα

(−1 0
0 1

)
S−1

α

and consider
ẋ = Aαx.

Observe that A0 is diagonal and A1 yields Eq. (4.2). For α > 0 the output of
the function call indicates that the algorithm jumps far away from the minimum
when approaching it, possibly due to non-differentiability or a bad approxima-
tion of the derivative. Thus, the computations do not terminate. However, for
small positive α one can make the calculations terminate at a reasonable good ap-
proximation of the optimizer by relaxing the exit condition. In general, there are
a lot of parameters that one could tune and whose influence on the performance
on the algorithm need to be further studied: the step-size for the approximation
of the derivatives, the relative and absolute error tolerances for the ODE solver,
the number of points to discretize the unit circle and the sphere, and finally the
exit conditions for the Newton algorithm on the norm of the gradient and on the
number of digits of the function value which changed in the last iteration.
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(a) lower growth rates (b) upper growth rates

Figure 4.1: The growth rates for Eq. (4.2) and integration time 0.5

4.4 Example (Sharp peaks of the growth rates). Consider the following linear
time-translation invariant ODE

ẋ =

2 0 0
0 0 0
0 0 −2

 x. (4.3)

For increasing integration times one observes an increasing dominance of the
largest eigenvalue on the one-dimensional upper growth rates; see Figure 4.2(a)
for a graph of the upper growth rates for integration time 0.05, Figure 4.2(b) for
integration time 0.5 and Figure 4.2(c) for integration time 5. Analogously, one
would observe an increasing dominance of the smallest eigenvalue on the one-
dimensional lower growth rates with increasing backwards integration time.

In the case of the minimal upper growth rate, the strong dominance of the largest
eigenvalue turns the minimal upper growth rate-field very flat on large domains
on the level of 2 and a sharp “peak” to the level of −2. This means we have
an almost vanishing gradient on the large domain and a large gradient around
the optimizer. The same flattening effect can be observed in Example 4.3 in Fig-
ure 4.1(b).

Another obvious critical issue is the under- and overestimation of the growth
rates, respectively, which comes from the discretization and hence from taking
the sup and inf on a proper subset only.
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(a) integration time 0.05 (b) integration time 0.5

(c) integration time 5

Figure 4.2: The upper growth rates for Eq. (4.3) and different integration times





5 Linearization of Finite-time Processes

This chapter is devoted to the local investigation of C1-processes on I in the
vicinity of reference trajectories by means of linearizations. This technique is
classical in the asymptotic stability analysis of differentiable dynamical systems.
Throughout this chapter, let ϕ denote a C1-process on I onRn.

5.1 Linearization and Hyperbolicity of Finite-time

Processes

Motivated by the classical theory, we introduce the following notion.

5.1 Definition (Linearization). Let x ∈ Rn. We define

Φ(t−,x) : I× I→ L(Rn), (t, s) 7→ Φ(t−,x)(t, s) := ∂2ϕ(t, s, ϕ(s, t−, x)).

and call Φ(t−,x) the linearization of ϕ along ϕ(·, t−, x).

5.2 Lemma. For any x ∈ Rn the function Φ(t−,x) as defined in Definition 5.1 is a linear
process on I.

Proof. The cocycle properties including the invertibility are easily checked with
the cocycle properties of ϕ and the chain rule of differentiation. Lipschitz conti-
nuity of Φ(t−,x) holds by definition.

5.3 Definition (Finite-time hyperbolicity, attraction and repulsion). Let x0 ∈ Rn

and Φ(t−,x0) ∈ LP(I,Rn) be the linearization of ϕ along ϕ(·, t−, x0). We call
ϕ(·, t−, x0) (finite-time) hyperbolic if Φ(t−,x0) admits an EMD on I. We call ϕ(·, t−, x0)

(finite-time) attractive/repulsive if Φ(t−,x0) is attractive/repulsive.

For an extensive study of finite-time attractivity with respect to the two-point
time-set I = {t−, t+} we refer the reader to [47].

57



58 CHAPTER 5. LINEARIZATION OF FINITE-TIME PROCESSES

Finite-time local stable and unstable manifolds are studied for different prob-
lem classes in [57, 53, 54, 17]. In these works, the manifolds are introduced as
manifolds in the extended phase space, depending on some non-unique exten-
sion of a given differential equation on some compact time-interval to the whole
real line. The obtained manifolds have, for any given extension, indeed a C1-
manifold structure. In [33, Definition 35] for two-dimensional ODEs so-called
stable and unstable manifolds are introduced, which do not have a manifold
structure. However, these objects are defined in an “intrinsic” way, by requir-
ing some decay and growth property of trajectories on the compact time-interval
with respect to a reference trajectory, respectively. In [47, Definition 3.1] domains
of attraction are introduced intrinsically with a decay requirement with respect
to the two-point time-set I = {t−, t+}. We take this as a motivation for the next
definition.

5.4 Definition (Domains of finite-time attraction/repulsion). Let y ∈ Rn. Then
we define

Ws
y :=

{
x ∈ Rn \ {y} ; sup

(t,s)∈6=I×I
{∆(|ϕ(·, t−, x)− ϕ(·, t−, y)|)(t, s)} < 0

}
∪ {y} ,

Wu
y :=

{
x ∈ Rn \ {y} ; inf

(t,s)∈6=I×I
{∆(|ϕ(·, t−, x)− ϕ(·, t−, y)|)(t, s)} > 0

}
∪ {y} ,

and call Ws
y and Wu

y the domains of (finite-time) attraction and repulsion with respect
to ϕ(·, t−, y), respectively.

5.5 Remark. We call Ws
y and Wu

y domains of attraction and repulsion, respectively,
to emphasize their set structure and to avoid terms like manifold or cone.

It is easy to see that under a time-dependent coordinate shift (t, x) 7→ (t, x −
ϕ(t, t−, y)) the linearization Φ(t−,y) (along ϕ(·, t−, y) in the original coordinates)
coincides with the linearization Φ̃(t−,0) (along I× {0} in the transformed coor-
dinates). Without loss of generality we assume the reference trajectory to be the
zero trajectory for the rest of this chapter.

As a next step, we prove that hyperbolic trajectories have, under some condition
on the approximation quality of the process by the linearization, non-empty do-
mains of attraction and repulsion. We are going to show that locally cones and
domains look very similar, which is a result of local persistence and we adapt
the reasoning that led to the robustness of EMD to the nonlinear case. To this
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end, we first introduce analogues to the one-dimensional growth rates as fol-
lows:

µ : Rn \ {0} × P(I,Rn)→ R, (x, ϕ) 7→ inf
(t,s)∈6=I×I

∆(|ϕ(·, t−, x)|)(t, s), (5.1)

µ : Rn \ {0} × P(I,Rn)→ R, (x, ϕ) 7→ sup
(t,s)∈6=I×I

∆(|ϕ(·, t−, x)|)(t, s). (5.2)

Note that for Φ ∈ LP(I,Rn) and x ∈ Rn \ {0}we have µ(x, Φ) = λ(span {x} , Φ)

and µ(x, Φ) = λ(span {x} , Φ). Based on µ and µ we introduce a measure of ap-
proximation of the C1-process ϕ by the linearization Φ along the zero reference
trajectory

m : R≥0 → R≥0, (5.3a)

η 7→


0, η = 0,

sup
x∈B[0,η]\{0}

max
{∣∣∣µ(x, ϕ)− µ(x, Φ)

∣∣∣ , |µ(x, ϕ)− µ(x, Φ)|
}

, otherwise.

(5.3b)

With this notation at hand, the domains of attraction and repulsion of the zero
reference trajectory take the simple form

Ws
0 := {x ∈ Rn \ {0} ; µ(x, ϕ) < 0} ∪ {0} ,

Wu
0 :=

{
x ∈ Rn \ {0} ; µ(x, ϕ) > 0

}
∪ {0} ,

from which the similarity to the stable and unstable cones of Definition 3.17 be-
comes already visible.

Next we give a sufficient condition for m to be continuous at 0.

5.6 Lemma. Let Φ ∈ LP(I,Rn) be the linearization of ϕ along ϕ(·, t−, 0) = 0. If I is
finite then the function m as in Eq. (5.3) is continuous at 0.

Proof. By the inverse triangle inequality it suffices to prove

D(t, s, x) := |∆(|ϕ(·, t−, x)|)(t, s)− ∆(|Φ(·, t−)x|)(t, s)| |x|→0−−−→ 0,

uniformly in (t, s) ∈6=I×I. Since I is finite we have M := min(t,s)∈6=I×I |t− s| > 0.
Observe that

R(t, x) := ϕ(t, t−, x)− ∂2ϕ(t, t−, 0)x = ϕ(t, t−, x)−Φ(t, t−)x
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is continuous and

|R(t, x)| |x|→0−−−→ 0, uniformly in t ∈ I. (5.4)

We estimate

D(t, s, x) =
∣∣∣∣ ln |ϕ(t, t−, x)| − ln |ϕ(s, t−, x)|

t− s
− ln |Φ(t, t−)x| − ln |Φ(s, t−)x|

t− s

∣∣∣∣
≤ 1

M

(∣∣∣∣ln |ϕ(t, t−, x)|
|Φ(t, t−)x|

∣∣∣∣+ ∣∣∣∣ln |ϕ(s, t−)x|
|Φ(s, t−, x)|

∣∣∣∣)
=

1
M

(∣∣∣∣ln |Φ(t, t−)x + R(t, x)|
|Φ(t, t−)x|

∣∣∣∣+ ∣∣∣∣ln |Φ(s, t−)x + R(s, x)|
|Φ(s, t−)x|

∣∣∣∣)
|x|→0−−−→ 1

M
(ln 1 + ln 1) = 0,

uniformly in (t, s) ∈6=I×I by Lemma 2.2 and Eq. (5.4).

Note that in the previous lemma we did not impose any extra regularity con-
ditions neither on the norm nor on the process. The next lemma gives suffi-
cient conditions for the ODE case, which requires both additional regularity of
the norm and of the process. We state and prove it for the Euclidean norm,
making use of the following facts: the Euclidean norm is continuously differ-
entiable on Rn \ {0}, and the modulus of continuity of its derivative when re-
stricted to a compact domain D not containing the origin is ω(t) = t/α, where
α := min {|x| ; x ∈ D} (intercept theorem). The following result can be clearly
transferred to other norms by requiring continuous differentiability and a certain
behavior of the modulus of continuity of the derivative close to the origin, which
will become clear in the course of the proof.

5.7 Lemma. Let I be a compact interval, |·| denote the Euclidean norm, ϕ ∈ P(I,Rn)

be a C2-process on I and Φ ∈ LP(I,Rn) be the linearization of ϕ along ϕ(·, t−, 0) = 0.
Suppose that ϕ and Φ are continuously differentiable in the first argument. Then the
function m as in Eq. (5.3) is continuous at 0.

Proof. As in the previous lemma, we show that D(t, s, x) → 0 as |x| → 0 uni-
formly in (t, s) ∈6=I×I, this time by applying the mean value theorem to the
continuously differentiable function t 7→ ln |ϕ(t,t−,x)|

|Φ(t,t−)x| . To this end, note that for
R(t, x) := ϕ(t, t−, x)−Φ(t, t−)x, t ∈ I, x ∈ Rn, we have that R(t, ·) together with



5.2. LOCAL STABLE/UNSTABLE CONES AND MANIFOLDS 61

∂0R(t, ·) is of class o(|x|) for |x| → 0 uniformly in t ∈ I due to the twice con-
tinuous differentiability of ϕ. Besides elementary calculations and estimates, the
crucial ingredient of the proof is to show that

∥∥|·|′ (Φ(t, t−)x + R(t, x)
)
− |·|′

(
Φ(t, t−)x

)∥∥ |x|→0−−−→ 0, (5.5)

uniformly in t ∈ I. To show this, we first observe that there exist constants ε, δ ∈
R>0 such that |R(t, x)| ≤ ε |x|2 ≤ εδ |x| whenever |x| ≤ δ, due to the aforemen-
tioned observation on the convergence of R. Since Φ is invertible and I is com-
pact, we have that α := min ‖Φ([I], t−)[S ]‖ , β := max ‖Φ([I], t−)‖ > 0, where
α is the absolute value closest to zero that a trajectory starting on the unit circle
attains on I and, analogously, β is the largest such value. We may assume w.l.o.g.
that δ < α/ε and hence α− εδ > 0. Now choose η < δ, then for any |x| = η we
have that |Φ(t, t−)x| ∈ [αη, βη] and |ϕ(t, t−, x)| ∈ [(α − εδ)η, βη + εη2]. When
restricted to the compact annulus B[0, βη + εη2] \ B(0, (α − εδ)η), the deriva-
tive of the Euclidean norm is uniformly continuous with a modulus of conti-
nuity of ω(t) = t/((α − εδ)η). On the other hand, on this annulus and all an-
nuli constructed for smaller η we have the quadratic estimate on R, yielding

ω(εη2) = εη2/((α− εδ)η)
η→0−−→ 0 and in turn proving Eq. (5.5).

5.2 Local Stable/Unstable Cones and Manifolds

In the next two sections we introduce a new, “intrinsic” approach to local stable
and unstable cones and manifolds, which uses information about ϕ on I only and
hence does not rely on classical asymptotic methods. The essential assumption is
the continuity of m at 0.

We define the two functions

η : Gr(1,Rn)→ R≥0, X 7→ inf {r ∈ R>0; x ∈ X ∩ S , rx /∈Ws
0} , (5.6a)

η̂ : Gr(1,Rn)→ R≥0, X 7→ inf {r ∈ R>0; x ∈ X ∩ S , rx /∈Wu
0 } . (5.6b)

5.8 Theorem (Local Stable/Unstable Cone Theorem). Let Φ ∈ LP(I,Rn) be the
linearization of ϕ along ϕ(·, t−, 0) = 0. If the function m as defined in Eq. (5.3) is
continuous at 0 then for any X, Y ∈ Gr(1,Rn) with X ⊆ Vs(Φ) and Y ⊆ Vu(Φ) one
has η(X), η̂(Y) > 0. Moreover, η and η̂ are bounded away from zero on compact subsets
of Vs(Φ) and Vu(Φ), respectively.
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Proof. By Definition 3.17 we have for any X ∈ Gr(1,Rn) with X ⊆ Vs(Φ) that
λ(X, Φ) < 0. By the continuity assumption on m there exists δ ∈ R>0 such that
m(η) < −λ(X, Φ) for any η ∈ (0, δ]. Then for any x ∈ B[0, δ] ∩ X we have
µ(x, ϕ) < 0 and analogously the assertion for Y ∈ Gr(1,Rn) with Y ⊆ Vu(Φ).
The second part follows from Remark 3.20 and the same argument as applied
before to single directions X ∈ Gr(1,Rn).

By the same continuity argument as in Theorem 5.8 we can find positive radii
δ ∈ R>0 for the directions in the interior of V := Rn \ (Vs(Φ) ∪Vu(Φ)) such that
V ∩ B[0, δ]∩Ws

0 , V ∩ B[0, δ]∩Wu
0 = ∅. Roughly speaking, we find that stable and

unstable cones of the linearization Φ and domains of attraction and repulsion of
the process ϕ, respectively, are locally indistinguishable. Note that this is a pure
continuity result and not an implication of hyperbolicity. For the ODE case in
R2 and stronger regularity assumptions a similar approximation result has been
proved in [33, Theorem 44].

As a special case we obtain the following result.

5.9 Theorem (Local Stable/Unstable Manifold Theorem). Suppose the assumptions
of Theorem 5.8 are satisfied and let Q ∈ P(Rn) be a projection such that im Q ⊆ Vs(Φ)

and ker Q ⊆ Vu(Φ). Then there exist neighborhoods U and V of the origin such that
im Q ∩ U ⊆ Ws

0 and ker Q ∩ V ⊆ Wu
0 . Furthermore, for any t ∈ I the following

equations hold:

T0ϕ(t, t−, [im Q]) = Φ(t, t−)[im Q],

T0ϕ(t, t−, [ker Q]) = Φ(t, t−)[ker Q].
(5.7)

Consequently, ϕ([I], t−, [im Q ∩U]) and ϕ([I], t−, [ker Q ∩ V]) can be considered as
finite-time local stable and unstable manifolds, respectively.

Proof. Since im Q and ker Q are compact subsets of Vs(Φ) and Vu(Φ), respec-
tively. Hence, Theorem 5.8 applies and the first part is proved. Furthermore,
the tangencies in Eq. (5.7) are easily verified with the definition of the lineariza-
tion.

5.10 Remark. We want to comment on some issues concerning Theorem 5.9.

1. We would like to point out that Theorem 5.9 holds for general compact I.
So far, finite-time Local Stable Manifold Theorems have been proved only
in the ODE case with I being a compact interval; see [57, 54, 15] and also
Remark 6.4(2).
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2. In the finite-time context, one can consider Theorem 5.8 and Theorem 5.9
as robustness results as well. As we proved, locally, the stable and unstable
cones (together with the subspaces that they contain) persist under nonlin-
ear perturbations with vanishing first order terms.

3. Despite the lack of structure for the domains of attraction and repulsion
themselves, we see that the maximal dimension of manifolds contained in
these domains going through the origin corresponds to the indices of the
EMD growth rates, i.e. to rank and deficiency of the EMD-projection, re-
spectively.

4. Note that by the assumption that ϕ is a Ck-process on I, k ∈ {1, 2}, we
obtain directly that the extension of im Q ∩ U and ker Q ∩ U by ϕ to the
extended state space I×Rn gives a Ck-manifold in each time-fiber {t}×Rn,
t ∈ I. Evidently, the chart is given by ϕ(t, t−, ·).

5. The function m can be considered as a local measure of nonlinearity of ϕ,
in the sense that m = 0 if ϕ itself is linear and that m takes small values
in case ϕ is only a small perturbation of a linear process. The more lin-
ear ϕ becomes, the larger we can choose the radius δ ∈ R>0 such that
B(0, δ) ∩ im Q ⊆ Ws

0 and B(0, δ) ∩ ker Q ⊆ Wu
0 . In the “linear limit” we

recover that im Q ⊆ Ws
0 and ker Q ⊆ Wu

0 . In this sense, we believe that
our version of a local finite-time stable manifold theorem is a very natural
one. On the other hand, for fixed nonlinearity, clearly m is an increasing
function, i.e. the further away we go from the hyperbolic reference trajec-
tory, the weaker we expect the exponential decay/growth to be, until some
point where the EMD-subspaces/cones leave the domain of attraction and
repulsion, respectively.

As an easy consequence of Theorem 5.9 we obtain the following finite-time ana-
logue of the classical Theorem of Linearized Asymptotic Stability. It is a general-
ization of [95, Theorem 5.1] to arbitrary compact time-sets.

5.11 Theorem (Linearized Finite-time Attraction/Repulsion). Let ϕ ∈ P(I,Rn)

be a C1-process on I, x ∈ Rn, ϕ(·, t−, x) an attractive (repulsive) trajectory and m be
continuous at 0. Then there exists a neighborhood U of x such that U ⊆ Ws

x (U ⊆ Wu
x ,

respectively).
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5.3 Time-Extensions of Cones and Domains

Next we investigate the relationship between the cones Vs(Φ) and Vu(Φ) ex-
tended by the linearization Φ to the extended state space on the one hand, i.e.

V s
Φ := Φ(·, t−)[Vs(Φ)] = {(t, Φ(t, t−)x) ∈ I×Rn; (t, x) ∈ I×Vs(Φ)} ,

Vu
Φ := Φ(·, t−)[Vu(Φ)] = {(t, Φ(t, t−)x) ∈ I×Rn; (t, x) ∈ I×Vu(Φ)} ,

and the domains Ws
0 and Wu

0 extended by ϕ on the other hand, i.e.

W s
0 := ϕ(·, t−, [Ws

0 ]) = {(t, ϕ(t, t−, x)) ∈ I×Rn; (t, x) ∈ I×Ws
0} ,

Wu
0 := ϕ(·, t−, [Wu

0 ]) = {(t, ϕ(t, t−, x)) ∈ I×Rn; (t, x) ∈ I×Wu
0 } .

We denote by V s
Φ(t), Vu

Φ(t),W s
0(t) andWu

0 (t), t ∈ I, the t-fiber of the respective
subsets of the extended state space. The next proposition states that in each t-
fiber the extended stable and unstable cones are locally contained in the domains
of attraction and repulsion, respectively.

5.12 Theorem (Relationship between Extensions). Suppose the assumptions of The-
orem 5.8 are satisfied. Define the time-extensions of Eq. (5.6)

η : I×Gr(1,Rn)→ R≥0, (t, Y) 7→ inf {r ∈ R>0; y ∈ Y ∩ S , ry /∈ W s
0(t)} ,

η̂ : I×Gr(1,Rn)→ R≥0, (t, Y) 7→ inf {r ∈ R>0; y ∈ Y ∩ S , ry /∈ Wu
0 (t)} .

Then for each t ∈ I one has η(t, ·)
∣∣
V s

Φ(t)
, η̂(t, ·)

∣∣
Vu

Φ(t)
> 0.

Proof. We prove only η(t, ·)
∣∣
V s

Φ(t)
> 0, since the second assertion can be proved

completely analogously. Let t ∈ I, y ∈ V s
Φ(t) ∩ S . We sketch the idea of the

proof first: By the invariance of V s
Φ under Φ it is clear that Φ(t−, t)y ∈ V s

Φ(t−) =
Vs(Φ). Now, consider xr := ϕ(t−, t, ry), r ∈ (0, 1]. To prove that ry ∈ W s

0(t)
for sufficiently small r, it is sufficient to show that xr ∈ Ws

0 = W s
0(t−). Since

Vs(Φ) is open by Lemma 3.18, our aim is to show that for sufficiently small r
we have that xr is contained in a neighborhood of one-dimensional subspaces
around span {Φ(t−, t)y} which is a subset of Vs(Φ). By Theorem 5.8 we then
conclude that for sufficiently small r the vector xr is contained in the domain of
attraction Ws

0 . This proves the strict positivity of η(t, ·)
∣∣
V s

Φ(t)
as claimed.

Thus, it remains to show that xr ∈ W s
0(t−) for sufficiently small r. By Lemma 3.18

there exists θ ∈ R>0 such that

B(Φ(t−, t)y, θ) ⊂ V s
Φ(t−) = Vs(Φ).
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Clearly, due to the positive homogeneity of the norm |·| on Rn, the invariance of
V s

Φ(t−) under scalar multiplication and linearity of Φ(t−, t), we find that for all
r ∈ (0, 1] holds B(Φ(t−, t)(ry), rθ) ⊂ V s

Φ(t−). By expanding ϕ(t−, t, ·) at 0 we
obtain for all z ∈ Rn \ {0}

|ϕ(t−, t, z)−Φ(t−, t)z| ∈ o(|z|) for |z| → 0.

This is equivalent to the fact that for any ε ∈ R>0 there exists δ ∈ R>0 such that
for any z ∈ Rn \ {0} with |z| ≤ δ we have

|ϕ(t−, t, z)−Φ(t−, t)z| < ε |z| . (5.8)

In other words, for any ε ∈ R>0, sufficiently small δ ∈ R>0 and |z| ≤ δ we have

ϕ(t−, t, z) ∈ B(Φ(t−, t)z, ε |z|) ⊆ B(z, εδ).

In particular, choosing ε = θ/2 we find that for δ ∈ R>0 from Eq. (5.8) and
consequently for any ry with r ∈ [0, min {δ, 1}] holds

xr = ϕ(t−, t, ry) ∈ B[Φ(t−, t)(ry), rθ/2] ⊂ B(Φ(t−, t)(ry), rθ) ⊂ V s
Φ(t−).

Since B[span {Φ(t−, t)(ry)} , rθ/2] ⊂ Gr(k,Rn) is closed and hence compact, we
know that for sufficiently small r ∈ R>0 we have xr ∈ W s

0(t−) by Theorem 5.8.

Figure 5.1 visualizes the statements of Theorem 5.9 and Theorem 5.12, namely
that in directions of the stable and unstable cones the domains of attraction and
repulsion have a positive extent.

5.13 Remark. Since our hyperbolicity notion is based fundamentally on the mono-
tonicity of the norm of trajectories, a finite-time conjugacy between the linear
process Φ and the general process ϕ should preserve the type of monotonicity of
trajectories. For more information on nonautonomous conjugacy see [102, Sec-
tion 3.1] and the references therein. Roughly speaking and supposing that the
assumptions are satisfied for I, Theorem 5.12 can therefore be interpreted as a
finite-time Hartman-Grobman-like theorem in the following informal sense: as
demonstrated in [104, p. 546] the function

H : I×Rn → Rn, (t, x) 7→ ϕ(t, t−, Φ(t−, t)x),

with fiberwise inverse

H(t, ·)−1 : Rn → Rn, x 7→ Φ(t, t−, ϕ(t−, t)x),
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imQ or Φ(t, tmin)[imQ] V s(Φ) or V s

Φ(t)

W s

x0
or W s

x0
(t)

kerQ or

Φ(t, tmin)[kerQ]

V u(Φ) or Vu

Φ(t)
W u(Φ) or Wu

Φ(t)

Figure 5.1: Schematic visualization of Theorem 5.9 and Theorem 5.12

maps trajectories of Φ to trajectories of ϕ homeomorphically and is therefore a
candidate for a nonautonomous topological conjugacy between Φ and ϕ with
respect to the two zero reference trajectories. Now consider restrictions of H to
Vs(Φ) and Vu(Φ) (or compact subsets S ⊂ Vs(Φ) and U ⊂ Vu(Φ) considered
as subsets of Gr(1,Rn)). By Theorem 5.12 we obtain for y from the respective set
with |y| sufficiently small, that H preserves the monotonicity type of Φ(·, t−)y,
but, in general, not the exponential rate. The task of finding a monotonicity
preserving (nonautonomous) topological conjugacy for a whole neighborhood
seems to be futile since too restrictive. In particular it is unclear how “monotonic-
ity preservation” should be applied to trajectories with “indefinite” monotonicity
behavior.



6 Ordinary Differential Equations on
Compact Time-Intervals

In the following, we want to apply the developed notions and results to ordinary
differential equations, which we define without loss of generality globally for the
sake of simplicity, i.e.

ẋ = f (t, x), (6.1)

where f ∈ C1(I×Rn,Rn), I ⊆ R an interval, I ⊆ I compact and ( f (t, ·))t∈I is uni-
formly Lipschitz continuous with Lipschitz constant L f . Thus, Eq. (6.1) is well-
posed and the solution operator ϕ is well-defined. It is well-known that ϕ satis-
fies the conditions of a C1-process. We consider the case that |·| is continuously
differentiable on Rn \ {0}. In particular, this covers all norms induced by the
Euclidean inner product and a symmetric positive definite matrix Γ ∈ Rn×n as
considered in [14, 15]. We fix a solution ϕ(·, t−, x) : I→ Rn, x ∈ Rn, and perform
a time-dependent coordinate shift of the form (t, x) 7→ (t, x− ϕ(t, t−, x)) =: (t, y).
Then in the new coordinates Eq. (6.1) takes the form

ẏ = ∂1 f (t, ϕ(t, t−, x))y + g(t, y) = A(t)y + g(t, y), (6.2)

where A := (t 7→ ∂1 f (t, ϕ(t, t−, x))) ∈ C(I, L(Rn)), g ∈ C(I×Rn,Rn) and

g(t, v) = f (t, v + ϕ(t, t−, x))− f (t, ϕ(t, t−, x))− ∂1 f (t, ϕ(t, t−, x))v,

for t ∈ I is the nonlinear term. By definition of the derivative we have

g(t, x)/ |x| |x|→0−−−→ 0

for any t ∈ I. In other words, for any t ∈ I and ε ∈ R>0 there exists δ ∈ (0, 1]
such that the estimate sup {|g(t, x)| / |x| ; x ∈ B(0, δ) \ {0}} < ε holds. Due to
the uniform continuity of g

∣∣
I×B[0,1], we even obtain that for any ε ∈ R>0 there

exists δ ∈ (0, 1] such that

sup
{ |g(t, x)|
|x| ; x ∈ B(0, δ) \ {0} , t ∈ I

}
< ε. (6.3)

67
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We call
ẏ = ∂1 f (t, ϕ(t, t−, x))y (6.4)

the linearization of (6.1) along ϕ(·, t−, x). It is well-known that the associated
solution operator Φ of (6.4), interpreted as a linear process, is the linearization of
ϕ along ϕ(·, t−, x) and that Φ is continuously differentiable in the first argument.
Under the differentiability assumption on the norm the growth rates take the
form (as introduced in [17, Definition 7])

λ(X, Φ) = min
{
(|Φ(·, t−)x|)′(t)
|Φ(t, t−)x| ; t ∈ I, x ∈ X ∩ S

}
,

λ(X, Φ) = max
{
(|Φ(·, t−)x|)′(t)
|Φ(t, t−)x| ; t ∈ I, x ∈ X ∩ S

}
,

(6.5)

for X ∈ Gr(k,Rn), which can be seen by Lemma 2.12. From this representation
and the chain rule (|Φ(·, t−)x|)′(t) = |·|′ (Φ(t, t−)x)∂0(Φ(t, t−)x) for t ∈ I we
can see that dI (d̃I) can be interpreted as some kind of C1 (semi-)metric for linear
solution operators on I.

By classical techniques and Gronwall’s lemma one easily establishes that linear
right-hand sides A ∈ C(I, L(Rn)) map continuously (with respect to dI) to their
unique solution operator Φ ∈ LP(I,Rn).

6.1 Lemma. Let I ⊆ R be some interval and I ⊆ I compact. Then the map

(C(I, L(Rn)), ‖·‖∞)→ (LP(I,Rn), dI),

A 7→
(
∈
({

Φ ∈ C1(I × I, L(Rn)); ∂0Φ(t, s) = A(t)Φ(t, s), Φ(s, s) = idRn
}))∣∣

I×I×Rn

is continuous.

6.1 Linearization of Finite-time ODEs

The next step is to show that Lemma 5.7 applies. Therefore, it remains to estab-
lish the necessary order of convergence for the linearization error. To this end,
consider Eq. (6.1) and assume that f ∈ C0,2(I×Rn,Rn), i.e. f is continuous in the
first argument and twice continuously differentiable in the second argument. By
Taylor’s Theorem, the estimate (6.3) on the nonlinear term g improves as follows:
there exist ε, δ ∈ R>0 such that

sup

{
|g(t, x)|
|x|2

; x ∈ B(0, δ) \ {0} , t ∈ I
}

< ε. (6.6)
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6.2 Lemma. Let ϕ be the solution operator of (6.2) with f ∈ C0,2(I×Rn,Rn) and Φ be
the solution operator of the linearization (6.4) along the reference solution ϕ(·, t−, 0) =
0. Then the function

R≥0 → R≥0,

η 7→
{

0, η = 0,

sup {‖ϕ(·, t−, y)−Φ(·, t−)y‖∞ ; y ∈ B[0, η]} , otherwise,

is continuous at 0. Moreover, it is of class O(η2) for η → 0.

Proof. Let η ∈ R>0 and y ∈ Rn, |y| ≤ η. Integrating Eqs. (6.2) and (6.4), we
calculate for any t ∈ I

|ϕ(t, t−, y)−Φ(t, t−)y| =
∣∣∣∣∫ t

t−
A(s) (ϕ(s, t−, y)−Φ(t, s)y) + g(s, ϕ(s, t−, y))ds

∣∣∣∣
≤
∫ t

t−
|A(s)(ϕ(s, t−, y)−Φ(s, t−)y)| ds+

+
∫ t

t−
|g(s, ϕ(s, t−, y))− g(s, Φ(s, t−)y)| ds+

+
∫ t

t−
|g(s, Φ(s, t−)y)| ds

≤ (2 ‖A‖∞ + L f )
∫ t

t−
|ϕ(s, t−, y)−Φ(s, t−)y| ds+

+ (t+ − t−)εCΦη2,

where CΦ := ‖Φ(·, ·)‖∞ < ∞ and ε ∈ R>0 satisfies Eq. (6.6) with δ := CΦη. With
the abbreviation

C(η) := (t+ − t−)εCΦη2e(2‖A‖∞+L f )(t+−t−) ∈ O(η2),

the uniform estimate from above and Gronwall’s lemma we obtain

sup {‖ϕ(·, t−, y)−Φ(·, t−)y‖∞ ; y ∈ B[0, η]} ≤ C(η)

and the assertion is proved.

6.3 Lemma. Let ϕ be the solution operator of Eq. (6.2) with f ∈ C0,2(I × Rn,Rn)

and Φ be the solution operator of the linearization (6.4) along the reference solution
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ϕ(·, t−, x) = 0. Then the function

R≥0 → R≥0,

η 7→
{

0, η = 0,

sup {‖∂0ϕ(·, t−, y)− ∂0Φ(·, t−)y‖∞ ; y ∈ B[0, η]} , otherwise,

is continuous at 0. Moreover, it is of class O(η2) for η → 0.

Proof. Let η ∈ R>0 and y ∈ Rn, |y| ≤ η. We calculate

|∂0ϕ(t, t−, y)− ∂0Φ(t, t−)y| = |A(t)(ϕ(t, t−, y)−Φ(t, t−)y) + g(t, ϕ(t, t−, y))|
≤ ‖A‖∞ |ϕ(t, t−, y)−Φ(t, t−)y|+
+ |g(t, ϕ(t, t−, y))− g(t, Φ(t, t−)y)|+
+ |g(t, Φ(t, t−)y)|
≤ ‖A‖∞ C(η) + (‖A‖∞ + L f )C(η) + εCΦη2

≤ (2 ‖A‖∞ + L f )C(η) + εCΦη2,

where we used the notation from the proof of Lemma 6.2. This proves the asser-
tion.

In summary, if ϕ is the solution operator of Eq. (6.2) with f ∈ C0,2(I ×Rn,Rn)

and Φ the solution operator of the linearization (6.4) along the reference solu-
tion ϕ(·, t−, x) = 0 and |·| is the Euclidean norm, then Lemma 5.7 applies and
the function m as defined in Eq. (5.3) is continuous at 0. Hence, Theorem 5.8,
Theorem 5.9 and Theorem 5.11 apply.

6.4 Remark. We want to comment on some issues concerning the application of
the results in Chapter 5 to ODEs.

1. Concerning Theorem 5.9, note that EMD-subspaces from the starting time-
fiber {t−} ×Rn evolve nonlinearly under ϕ. Their extensions via ϕ consid-
ered as subsets in the extended state space I×Rn are C1-manifolds since
ϕ(·, t−, ·) is continuously differentiable; see, for instance, [6, Theorem 9.2].

2. Our version of Theorem 5.9 applied to the ODE situation extends some
previous work on that topic: in [57, 54, 15] the ODE is first extended to the
real line and the desired manifolds are then obtained as the local stable and
unstable manifolds of solutions that are hyperbolic on R in the sense that
they admit an exponential dichotomy. Note that our proof, in principle,
does not restrict to norms induced by an inner product weighted with a



6.2. ROBUSTNESS & HYPERBOLICITY RADIUS 71

symmetric, positive definite matrix, as it is done in [15] (cf. also [15, Remark
4(ii)]). In [33] an “intrinsic” proof is presented which is tailored for the case
Rn = R2. There it is shown, that the domains of attraction and repulsion
are not empty under appropriate conditions.

3. In applications, one has to take special care when the underlying vector
field is interpolated from a data set which is discrete in space and time.
For instance, when using the 3-dimensional local interpolation scheme pro-
posed in [73] one obtains a globally C1 vector field.

6.2 Robustness & Hyperbolicity Radius

The following result follows from the continuous dependence of the linear solu-
tion operator on the linear right-hand side of the ODE established in Lemma 6.1
and was obtained already in [14].

6.5 Theorem (Robustness of EMD, [14, Lemma 3]). Consider

ẋ = A(t)x, (6.7)

with A ∈ C(I, L(Rn)). Suppose the associated solution operator Φ admits an EMD on
I. Then there exists δ ∈ R>0 such that the solution operator of any B ∈ B(A, δ) admits
an EMD on I (with the same extremal projection as A).

The last result is interesting from the following point of view. When imposed on
R≥0 the inequalities (3.2) in Lemma 3.5 required for an EMD on R≥0 correspond
to the definition of a so-called semistrong dichotomy of (6.7) onR≥0; see [108]. [107,
108] yield that semistrong (exponential) dichotomies on R≥0 are robust only in
the larger class of general exponential dichotomies, but not within semistrong di-
chotomies. That means that robustness of EMD cannot be deduced from the clas-
sical asymptotic analysis but is a pure finite-time result.

Analogously to the robustness investigation for linear processes in Section 3.3 we
now address the question of the stability radius for linear ordinary differential
equations given on a compact time-interval.

6.6 Definition (Stability radius). Suppose Eq. (6.7) with A ∈ C(I, L(Rn)) gener-
ates an attracting solution operator on I. Then we define the stability radius of A
by

r(A) := inf {‖B‖∞ ; B ∈ C(I, L(Rn)), (A + B) is not attracting on I} .
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To calculate the stability radius of a given A we make use of an elementary
result which can be found in [26] and which specializes to the following re-
sult.

6.7 Proposition (cf. [26, Proposition 1, p. 2]). Consider

ẋ = A(t)x,

with A ∈ C(I, L(Rn)). Suppose the associated solution operator Φ is attractive on I,
i.e. Φ admits an EMD on I with the trivial projection idRn and λ(Rn, Φ) < 0. Then
for any B ∈ C(I, L(Rn)) with ‖B‖∞ ≤

∣∣λ(Rn, Φ)
∣∣ =: δ the solution operator Ψ of the

perturbed ODE
ẏ = (A(t) + B(t))y

satisfies λ(Rn, Ψ) ≤ λ(Rn, Φ) + δ = 0.

In other words, −λ(Rn, Φ) > 0 is a lower bound on the stability radius around
A in C(I, L(Rn)). The fact that it is also an upper bound follows directly from
the well-known correspondence of shifted ODEs and weighted processes (cf. Eq.
(3.4)), the definition of spectrum based on the weights/shifts and the fact that for
operator norms induced by a vector norm the identity has norm 1. In summary,
by a completely analogous argumentation as in the proof of Theorem 3.16 we
find that

ẏ = (A(t)− λ(Rn, Φ) idRn)y

is not attractive. Thus, we obtained that the stability radius of an attractive lin-
ear ODE given on I and the (pseudo-)stability radius of its associated solution
operator coincide.

6.8 Theorem (Finite-time Stability Radius). Let A ∈ C(I, L(Rn)) and let the associ-
ated solution operator Φ be attractive. Then

r(A) = −λ(Rn, Φ).

Another consequence of EMD-robustness deals with linearizations. The next
lemma states that the linearization depends continuously on the initial value of
the solution along which we linearize.

6.9 Lemma. Consider Eq. (6.1) and let ϕ denote the associated solution operator. Then
the function

Rn → C(I, L(Rn)), x 7→ ∂1 f (·, ϕ(·, t−, x)),

is continuous.
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Proof. Let t ∈ I, x ∈ Rn and ε ∈ R>0. By the C1 assumption on f we have in
particular that there exists δ1 ∈ R>0 such that

|ϕ(t, t−, x)− ϕ(t, t−, y)| < δ1 ⇒ ‖∂1 f (t, ϕ(t, t−, x))− ∂1 f (t, ϕ(t, t−, y))‖ < ε.

Next note that y 7→ ϕ(·, t−, y) ∈ C(I,Rn) is uniformly continuous on any
bounded subset U ⊆ Rn with x ∈ U, i.e. there exists δ2 ∈ R>0 such that for
any y ∈ U we have

|x− y| < δ2 =⇒ ‖ϕ(·, t−, x)− ϕ(·, t−, y)‖∞ < δ1.

Combining the two continuity observations we obtain that for any y ∈ Rn we
have

|x− y| < δ2 =⇒ ‖∂1 f (·, ϕ(·, t−, x))− ∂1 f (·, ϕ(·, t−, y))‖∞ < ε.

Consequently, robustness of EMD carries over to initial values.

6.10 Corollary ([14, Theorem 5]). Consider Eq. (6.1), let ϕ be the associated solu-
tion operator and ϕ(·, t−, x) be a hyperbolic/attractive/repulsive reference solution. Then
there exists δ ∈ R>0 such that for any y ∈ B(x, δ) the trajectories ϕ(·, t−, y) are, respec-
tively, hyperbolic/attractive/repulsive (with respect to the same corresponding subspaces).

6.3 Finite-time Dynamics on Compact Intervals

One-dimensional differential equations

We consider the following special case of Eq. (6.1)

ẋ = a(t)x, (6.8)

where a ∈ C(I,R) and I ⊆ R. Let I = [t−, t+] ⊆ I be a compact non-trivial inter-
val and denote the associated solution operator by Φ. Due to the linearity of the
right-hand side of Eq. (6.8), to characterize Φ it suffices to consider the solution
starting in 1 at time t−. Obviously, we have Φ(·, t−)1 > 0 and

λ1(Φ) = λ(R, Φ) = inf
{

∂0Φ(t, t−)1
Φ(t, t−)1

; t ∈ I
}

= inf a[I],

λ1(Φ) = λ(R, Φ) = sup
{

∂0Φ(t, t−)1
Φ(t, t−)1

; t ∈ I
}

= sup a[I],



74 CHAPTER 6. FINITE-TIME ODES

and consequently

Σ(Φ) = [inf a[I], sup a[I]],

see also [17, Example 21].

Linear time-translation invariant ODEs

We consider the following time-translation invariant differential equation on the
time interval [0, T]

ẋ = Ax,

where A ∈ L(Rn) and Φ is the associated solution operator. In case A is diago-
nalizable over C, we have that the generalized eigenspaces are invariant and we
have the two possible dynamics: eigenspaces corresponding to real eigenvalues
are one-dimensional and we have purely exponential growth/decay, eigenspaces
corresponding to pairs of complex conjugate eigenvalues are 2-dimensional and
we have exponential growth together with a rotation, that does not affect the
Euclidean norm. As is shown in [17, Theorem 22] one can find a norm on Rn

such that ΣI(Φ) = <[σ(A)] as follows. For a symmetric positive definite matrix
Γ ∈ Rn×n consider the norm |·|Γ :=

(
x 7→ 〈x, Γx〉 1

2

)
and choose Γ := T−>T−1,

where T ∈ GL(n,R) is the transformation matrix that transforms A to its real
Jordan normal form. Then |·|Γ is “aligned” with the eigenspaces in the sense that
the eigenspaces are orthogonal to each other in the new coordinates. This yields
the intuitively expected result.

In case A is not diagonalizable, this is no longer true. For the general case,
there exists a completely independent approach to transient dynamics of time-
translation invariant differential equations; see [92].

In order to study the dependence of stable and unstable cones on γ we consider
the following time-translation invariant example:

ẋ =

(
1 0
0 −1

)
x

on the time interval [0, 1]. We want to compute for each initial value for which
γ ∈ (−1, 1) the associated solution is monotonically increasing or decreasing
under the solution operator of

ẋ =

(
1− γ 0

0 −1− γ

)
x.
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Figure 6.1: Paradigm for dependence of stable and unstable cone on γ

Due to the simple structure of the system and of the solution operator, it suf-
fices to check at the initial and final time point for monotonicity. In other words,
the loss of monotonicity can be detected by computing the time derivative of the
norm of the trajectory at the initial and the final time point, respectively, depend-
ing on whether the normalized initial value is closer to the unstable or the stable
direction. The approach is straightforward and a calculation by means of a com-
puter algebra system yields the following angles as functions of the weighting pa-
rameter γ: consider α and β as the angles between the abscissa and the boundary
of the stable and unstable cones, respectively. The result is:

α(γ) = arcsin

(
e2

√
− γ− 1

1 + γ + e4 − γe4

)
,

β(γ) = arcsin

(√
1− γ

2

)
,

as plotted in Figure 6.1. One can read Figure 6.1 in a vertical way and in a hor-
izontal way. In the vertical way, choose some γ ∈ (0, 1) and then read off the
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opening angles of Vs(Φγ) and Vu(Φγ) (with respect to the abscissa), and the in-
termediate segment between the red and the blue lines corresponds to the “neu-
tral” cone R2 \ (Vs(Φγ) ∪Vu(Φγ)), and the length of the segment to its opening
angle. Conversely, in the horizontal way, choose some angle ζ ∈ (0, π/2) corre-
sponding to a direction of initial values and then read off the lower and upper
growth rate of the solution starting in

(
cos ζ
sin ζ

)
. Here, the length of the intermedi-

ate segment corresponds to the distance between lower and upper growth rate
of the associated trajectory.



7 Finite-time Chaotic Advection

Nevertheless, chaotic dynamics may occur around lower level struc-
tures and the LCS in higher dimensional system may no longer be the
only source of chaotic advection.

(Lekien, Shadden & Marsden [74])

Finally, lower-dimensional LCS can be defined and analyzed in a man-
ner similar to what we pursued for codimension-one LCS in this pa-
per. Normal perturbations to a lower-dimensional material surface,
however, span higher-dimensional normal spaces. As a result, sev-
eral normal repulsion rates and ratios will need to be defined and
extremized simultaneously.

(Haller [56])

This chapter is devoted to the study of normal hyperbolicity of special invariant
manifolds called Lagrangian Coherent Structures (LCSs). As already mentioned
in the introduction, we investigate the impact of a, for instance, solution oper-
ator ϕ on sets/manifolds when evaluated at two time points. This reduces to
the investigation of diffeomorphisms/isomorphisms on Rn. In fact, this seems
to eliminate the dynamics. However, this approach appears to be suitable and
useful in a wide range of applications.

Throughout this chapter, we endowRn with the Euclidean norm.

7.1 Finite-time Lyapunov Exponents

We start with an observation, which has been made in [31]. For convenience, we
provide a direct and short proof.

77
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7.1 Proposition (cf. [31, Proposition 20 and Theorem 21]). Let I = {t−, t+}, t− <

t+, Φ ∈ LP(I,Rn) and 0 < σ1 ≤ . . . ≤ σn be the singular values of Φ(t+, t−). Then
for each k ∈ {1, . . . , n} we have

λn−k+1(Φ) =
1

t+ − t−
ln σk, λk(Φ) =

1
t+ − t−

ln σk.

Consequently, Σ(Φ) = 1
t+−t− ln

√
[σ (Φ(t+, t−)∗Φ(t+, t−))] holds.

Proof. We calculate

λk(Φ) = min λ([Gr(k,Rn)], Φ) = min
X∈Gr(k,Rn)

max
x∈X\{0}

1
t+ − t−

ln
|Φ(t+, t−)x|
|x|

=
1

t+ − t−
ln min

X∈Gr(k,Rn)
max

x∈X\{0}
|Φ(t+, t−)x|
|x| =

1
t+ − t−

ln σk,

where the first two equalities hold by definition, the third by the monotonicity
of ln and the last by the Courant-Fischer Minimax Theorem [112, Theorem 8.9].
Analogously one can show λn−k+1(Φ) = 1

t+−t− ln σk, where the index n− k + 1
is due to the reversed order of the singular values in the analogous “Maximin”
Theorem. The representation of the spectrum holds by Theorem 3.10 and by
definition of the singular values of Φ(t+, t−). Recall that the singular values of
Φ(t+, t−) are defined as the square roots of the eigenvalues of the symmetric
positive definite operator Φ(t+, t−)∗Φ(t+, t−).

The previous proposition motivates the following modification for a solution op-
erator ϕ of an ODE

ẋ = f (t, x), (7.1)

where f ∈ C0,1(I × Rn,Rn) and I ⊆ R is an interval. We introduce the right
Cauchy-Green strain tensor C(t, s, x) :=

(
∂2ϕ(t, s, x)

)∗
∂2ϕ(t, s, x) and the left Cauchy-

Green strain tensor B(t, s, x) := ∂2ϕ(t, s, x)
(
∂2ϕ(t, s, x)

)∗, which are symmetric pos-
itive definite linear operators. It is readily verified that σ(C(t, s, x)) = σ(B(t, s, x)).
As mentioned before, the roots of their eigenvalues are the singular values of
∂2 ϕ(t, s, x). We denote the eigenvalues of C(t, s, x) by

0 < λ1(t, s, x) ≤ . . . ≤ λn(t, s, x),

and an orthonormal eigenbasis of C(t, s, x) by v1(t, s, x), . . . , vn(t, s, x).

For the case when we consider ϕ(t, s, ·) for two time-points t, s ∈ I, we name the
spectrum of the linearization finite-time Lyapunov spectrum.
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7.2 Definition (Finite-time Lyapunov spectrum, finite-time Lyapunov exponent,
cf. [31]). Consider Eq. (7.1) on some interval I ⊆ R and let ϕ denote the associated
solution operator. We define

ΣFTL : I × I ×Rn → 2R,

(t, s, x) 7→ 1
|t− s| ln

√
[σ (C(t, s, x))].

and call ΣFTL(t, s, x) the finite-time Lyapunov spectrum (at x for integration times t
and s). We refer to its elements as finite-time Lyapunov exponents (FTLEs) (at x for
integration times t and s). We define the maximal finite-time Lyapunov exponent as

σ : I × I ×Rn → R,

(t, s, x) 7→ σ(t, s, x) := max ΣFTL(t, s, x) =
1

|t− s| ln ‖∂2ϕ(t, s, x)‖ .

For short, we also refer to the maximal finite-time Lyapunov-exponent as the
finite-time Lyapunov exponent (FTLE).

7.3 Remark. In this remark, we want to motivate the reference to Lyapunov spec-
trum/exponents in the denomination of ΣFTL. Let us first recall the general defi-
nition of Lyapunov exponents. Let ϕ be the solution operator of Eq. (7.1), where
f , and hence ϕ, is C1 in the last argument (space variable) and defined on the
time-set I = R≥0. For x, v ∈ Rn, v 6= 0, the (forward) Lyapunov exponent is defined
as

λ+(x, v) := lim sup
t→∞

1
t

log |∂2ϕ(t, 0, x)v| . (7.2)

It is well-known that λ+(x, ·) is constant on one-dimensional subspaces through
the origin and that for fixed x ∈ Rn the function λ+(x, ·) attains at most n dif-
ferent values; see, for instance, [4]. The finite set of those Lyapunov exponents is
called the Lyapunov spectrum in x. Assuming the existence of the limit matrix

Λ := lim
t→∞

((∂2ϕ(t, 0, x))∗∂2ϕ(t, 0, x))
1
2t , (7.3)

the Lyapunov spectrum defined above coincides with the logarithm of the eigen-
values of Λ, i.e. with ln[σ(Λ)]; see, for instance, [97, Theorem B.3]. The moti-
vation for the term finite-time Lyapunov exponents is the similarity of ΣFTL and
ln[σ(Λ)] when omitting the limit.

By the monotonicity of 1
|t−s| ln

√·, t, s ∈ I, the FTLE can be characterized by

σ(t, s, x) =
1

|t− s| ln
√

max σ (C(t, s, x)). (7.4)



80 CHAPTER 7. FINITE-TIME CHAOTIC ADVECTION

This is how the FTLE is usually introduced in the literature, cf. [54, 55, 101] for in-
stance. The FTLE is considered as a measure for maximum stretching of nearby
trajectories. Analogously, the “minimal” FTLE can be considered as a measure
for compression of nearby trajectories (see [58]) due to the following calcula-
tion:

σ(s, t, ϕ(t, s, x)) = max ΣFTL(s, t, ϕ(t, s, x))

= max
1

|s− t| ln
√[

σ
((

∂2ϕ(s, t, ϕ(t, s, x))
)∗

∂2ϕ(s, t, ϕ(t, s, x))
)]

and with ∂2ϕ(s, t, ϕ(t, s, x))∂2ϕ(t, s, x) = (y 7→ ϕ(s, t, ϕ(t, s, y)))′(x) = idRn , it fol-
lows that ∂2ϕ(s, t, ϕ(t, s, x)) = (∂2ϕ(t, s, x))−1 and thus

σ(s, t, ϕ(t, s, x)) = max
1

|s− t| ln
√[

σ
((

(∂2ϕ(t, s, x))−1
)∗
(∂2ϕ(t, s, x))−1

)]
= max

1
|t− s| ln

√[
σ
((

∂2ϕ(t, s, x)(∂2ϕ(t, s, x))∗
)−1
)]

= max
1

|t− s| ln

√
1

[σ (B(t, s, x))]

=
1

|t− s| ln

√
1

min σ (B(t, s, x))

= −min
1

|t− s| ln
√
[σ(C(t, s, x))]

= −min ΣFTL(t, s, x).

By definition, all results related to the finite-time dichotomy spectrum hold for
the finite-time Lyapunov spectrum, e.g. the continuous dependence on the linear
process established in Proposition 3.11, the continuous dependence on the initial
value by Lemma 6.9 and the robustness of hyperbolicity, see Theorem 6.5 and
Corollary 6.10.

Next, we investigate the regularity of the FTLE function σ. For a given differential
equation (7.1) and for given integration times t, s ∈ I we refer to the associated
mapping σ(t, s, ·) also as the FTLE field. It will play an important role in the inves-
tigation of hyperbolic LCSs, as we discuss in the next section.

First, we link the regularity of the right-hand side f of Eq. (7.1) with the regularity
of the associated solution operator and its linearization.
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7.4 Lemma. Let k ∈ N>0 and consider Eq. (7.1) with f ∈ C0,k(I × Rn,Rn), i.e.
continuous in the first argument and k-times continuously differentiable in the second
argument. Let ϕ denote its associated solution operator and Φ := ∂2ϕ be the linearization
of ϕ. Then ϕ ∈ C1,1,k(I × I ×Rn,Rn) and Φ ∈ C1,1,k−1(I × I ×Rn, L(Rn)).

Proof. By classical regularity results as presented in [6, Section 9], the associated
solution operator ϕ is continuously differentiable on the first two arguments (the
time variables) and k-times continuously differentiable in the last argument (the
space variable). Now the linearization Φ is continuously differentiable in the
time variables (see again [6]) and k − 1-times continuously differentiable in the
space variable.

As a consequence of Lemma 7.4, for regularity considerations regarding σ it suf-
fices to restrict to the maximum function applied to (some vectorized version of)
the spectrum of the Cauchy-Green strain tensor C. We start with the special case
of simple eigenvalues and present a classical result. We provide a proof for the
convenience of the reader. For simplicity, we fix t, s ∈ I in the next proposition
and consider only the dependence on x ∈ Rn.

7.5 Proposition. Consider Eq. (7.1) with f ∈ C0,3(I×Rn,Rn), let ϕ denote the associ-
ated solution operator and Φ := ∂2ϕ be its linearization. Let t, s ∈ I and x ∈ Rn be such
that the maximal eigenvalue λn(x) := λn(t, s, x) of C(x) := C(t, s, x) is simple. Denote
by vn(x) a normalized eigenvector associated to λn(x). Then exist a neighborhood U of x
and twice continuously differentiable functions λ : U → R>0 and v : U → S such that:

(a) λ(x) = λn(x) and v(x) = vn(x);

(b) for any y ∈ U one has C(t, s, y)v(y) = λ(y)v(y).

Proof. Recall that we denote by λi(x) the i-th repeated eigenvalue of C(x) and
by vi(x) an associated eigenvector. The assertion is shown if we can apply the
Implicit Function Theorem. To this end, consider the function

f : Rn+1 ×Rn → Rn+1, (v, λ, x) 7→
(
(C(x)− λ id)v

v>v− 1

)
,

which is obviously C2. By assumption we have that f (vn(x), λn(x), x) = 0. Fur-
thermore, we introduce the following block matrix

M :=
(
∂0 ∂1

)
⊗ f (vn(x), λn(x), x) =

(
C(x)− λn(x) id −vn(x)

2vn(x)> 0

)
.
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Now, if det(M) 6= 0 we are done. The condition can be checked with the follow-
ing equation:

det(M) = −2
n−1

∏
i=1

(
λi(x)− λn(x)

)
. (7.5)

It can be derived as follows: it is well-known that the determinant of a matrix
equals the product of its eigenvalues. One easily verifies that λi(x)− λn(x), i ∈
{1, . . . , n− 1}, is an eigenvalue of M with eigenvector

(
vi(x)

0

)
. Next we derive

the remaining two eigenvalues by making the ansatz for eigenvectors
(

vn(x)
z

)
∈

Cn+1 with z ∈ C. Consider the linear system

M
(

vn(x)
z

)
=

(
(C(x)− λn(x) id)vn(x)− zvn(x)

2vn(x)>vn(x)

)
=

(−zvn(x)
2

)
= λ

(
vn(x)

z

)
,

from which z = −λ and hence 2 = −λ2 with the two solutions 2i and −2i
and corresponding eigenvectors

(
vn(x)
−2i

)
and

(
vn(x)

2i

)
, respectively, follows. This

proves Eq. (7.5), from which we read off that det(M) 6= 0 if and only if λn(x) is
simple.

Note that Proposition 7.5 naturally applies to any other eigenvalue and its asso-
ciated eigenvector. Obstacles to the direct application of more general classical
results as in [67, Section II-6.3] are the multi-parameter dependence and the fi-
nite order of differentiability of C. Observe that the spectrum σ(C) cannot be
represented globally by C2 eigenvalue functions due to possible coincidence of
eigenvalues. Consequently, max σ(C) is in general not the composition of two
differentiable functions. At this point, the observation that max ◦ σ : GL(n,R) ⊂
L(Rn)→ R is a spectral function is very useful.

7.6 Remark. Let us briefly recall the notion of spectral functions. A function

F : Symn → R

where Symn denotes the set of symmetric operators in L(Rn), is called spectral if
it is invariant under orthogonal similarity transformations, i.e. for all A ∈ Symn
and U ∈ O(n) we have F(A) = F(U>AU). Due to this invariance it is sufficient
to define F on the diagonal matrices, since by the well-known spectral theorem
for self-adjoint matrices every A ∈ Symn can be diagonalized by an orthogonal
matrix. Thus, we can equivalently define F by some f : Rn → R, acting on n-
dimensional vectors which give rise to diagonal matrices via the diag-operator.
In summary, any spectral function F : Symn → R can be equivalently decom-
posed as F = f ◦~σ. Here f is symmetric in the sense that it is invariant under
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permutations of the arguments and~σ(·) denotes some vectorization of the spec-
trum. We do not specify the vectorization rule, since this is not important and
second could confuse the reader. For instance, if the spectrum is vectorized in
decreasing order, then the max-function applied to~σ becomes the projection on
the first coordinate, which is linear and hence indefinitely differentiable. Points
of non-differentiability are then hidden in the vectorization rule. Therefore, for
regularity investigations a specification of the vectorization rule is misleading.

The following theorem states the regularity of the FTLE in the general case, i.e.
without assumptions on the space dimension n and without assumptions on the
vector field f except for necessary regularity. It states assertions on the regularity
in [101, 74] more precisely.

7.7 Theorem (Regularity of the FTLE). Consider Eq. (7.1) with f ∈ C0,3(I×Rn,Rn).
Then for any t, s ∈ I and x ∈ Rn the functions λn(·, t, x), λn(t, ·, x) : I → R are contin-
uously differentiable except on an (at most) countable set and the function
λn(t, s, ·) : Rn → R is twice continuously differentiable on an open and dense set.

Proof. By Lemma 7.4 we have that C ∈ C1,1,2(I × I × Rn). By Proposition 7.5
λn is (twice with respect to the last argument) continuously differentiable at
C(t, s, x), t, s ∈ I, x ∈ Rn, if the maximal eigenvalue of C(t, s, x) is simple. Thus,
max : Rn → R is (twice, respectively) continuously differentiable on the dense
open set Rn \M, where

M :=

x =

x1
...

xn

 ∈ Rn;
∨

i,j∈{1,...,n}
i 6=j

xi = xj = max {x1, . . . , xn}

 ,

is the closed nowhere dense critical set. In summary, the only obstruction for
differentiability is the preimage N of M under the continuous function~σ ◦ C, i.e.
N := (~σ ◦ C)−1[M] ⊆ I × I ×Rn.

Concerning the first two arguments, fix x ∈ Rn and s ∈ I and consider

(~σ ◦ C(·, s, x))−1[M], (~σ ◦ C(s, ·, x))−1[M] ⊂ I.

We discuss only the first case since the second is completely analogous. The only
critical points in (~σ ◦ C(·, s, x))−1[M] for differentiability are those where the two
top eigenvalues cross transversally, i.e. at a nonvanishing angle. We show that
the critical points occur at most finitely often in any compact interval J ⊆ I. First,
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Theorem II-6.8 in [67] ensures the existence of n continuously differentiable func-
tions µ1, . . . , µn : I → R>0 that represent the repeated (unsorted) eigenvalues of
C(·, s, x). Next, we show that the set of points t where some pair of eigenvalue
functions, not necessarily the two top ones, intersect transversally, is finite on any
compact J ⊆ I. Since this set is a superset of (~σ ◦C(·, s, x))−1[M] we will be done.
Without loss of generality consider h12 := µ1− µ2, then h12 is continuously differ-
entiable. A transversal crossing of µ1 and µ2 then corresponds to roots t of h12, i.e.
h12(t) = 0, such that h′12(t) 6= 0. We call such t transversal roots for short. Due to
the local monotonicity of h12 at some transversal root t the function h12 is locally
injective and hence every transversal root is isolated from the others. Hence, the
set of transversal roots of h12 is a discrete and closed subset of the compact set
J, thus it is finite. Analogously we can proceed with any other combination hij,
i, j ∈ {1, . . . , n}, i 6= j. Since there are only finitely many such combinations, the
union over all transversal roots of all combinations is finite on any compact J ⊆ I.

Concerning the last argument, fix t, s ∈ I and consider (~σ ◦ C(t, s, ·))−1[M]. As
before, we discuss different combinations of possible crossings separately. Note
that the above argument with transversal crossings does not apply here directly
due to the multi-parameter dependence and the absence of differentiable eigen-
value functions. We cover M with the closed nowhere dense sets

Mij :=

x =

x1
...

xn

 ∈ Rn; xi = xj = max {x1, . . . , xn}

 ,

where i, j ∈ {1, . . . , n}, i 6= j. Now define the closed sets

Nij := (λ ◦ C(t, s, ·))−1[Mij] ⊆ Rn

for i, j ∈ {1, . . . , n}, i 6= j, such that

N =
n⋃

i,j=1
i 6=j

Nij ⊆ Rn.

The analogues to the transversal crossings in the 1-parametric case above are ex-
actly those points that lie on the boundary of some Nij. This is for the following
reason: choose some x ∈ int Nij, if it exists, that does not belong to the bound-
ary of some other Nkm. Then there exists some neighborhood of x on which the
two top eigenvalues µi and µj coincide and the maximum is locally uniquely
determined by µi. The boundary of the closed sets Nij coincides with the bound-
ary of their respective open complement Rn \ Nij, hence ∂Nij as the boundary
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of an open set is closed and nowhere dense. So is the finite union of ∂Nij with
i, j ∈ {1, . . . , n}, i 6= j. Thus, its complement

Rn \
⋂

i,j∈{1,...,n}
i 6=j

∂Nij

is an open dense set in Rn.

7.8 Remark. The possibility of crossing eigenvalues can be excluded by consid-
ering special problem classes. For instance, in [101], where finite-time ODEs in
domains of R2 are considered, the separation of the eigenvalues is assumed di-
rectly. Another such problem class consists of ODEs with divergence-free vector
fields in R2, or similarly, hyperbolic planar Hamiltonian systems; see e.g. [57].

7.2 Hyperbolic Lagrangian Coherent Structures

In this section, we resume the variational approach to hyperbolic Lagrangian Co-
herent Structures (LCSs) presented in [56] and extend it towards hyperbolic LCSs
of higher codimensions. The extension is rather motivated by its mathematical
possibility than by physical necessity. So far, to the best of the author’s knowl-
edge, the only indications for a potential interest in such structures are quoted in
the beginning of this chapter.

In the following, we consider a C3-process ϕ ∈ P(I,Rn) on I = {t−, t+}, which
we identify with the orientation-preserving C3-diffeomorphism

ϕ(t+, t−, ·) : Rn → Rn,

again denoted by ϕ. The diffeomorphism ϕ can be thought of as the restriction of
the solution operator of Eq. (7.1) to {t+}×{t−}×Rn, where f ∈ C0,3(I×Rn,Rn).
As before, we have

Φ := ∂ϕ ∈ C2(Rn, GL(n,R)) and C := Φ∗Φ ∈ C2(Rn, Symn ∩GL(n,R))

with the pointwise inverse function

C−1 :=
(

x 7→ (C(x))−1
)
∈ C2(Rn, Symn ∩GL(n,R)).

Throughout this section, ·∗ and ·−1 are meant pointwise whenever there is no
argument. Since adjunction and inversion commute, we abbreviate the composi-
tion of both operations by ·−∗. In this sense, we have C−1 = Φ−1Φ−∗. Recall that
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we parametrize the spectrum of C by the continuous functions 0 < λ1 ≤ . . . ≤ λn

and an orthonormal eigenbasis of C by v1, . . . , vn, where vi, i ∈ {1, . . . , n}, is an
eigenvector to the eigenvalue λi. By Proposition 7.5 λi and vi can be chosen lo-
cally twice continuously differentiable if λi is simple.

7.2.1 Hyperbolic LCSs of arbitrary dimension

In the following, M̃ denotes an orientable k-dimensional embedded differen-
tiable submanifold, k ∈ {1, . . . , n− 1}, and M ⊆ M̃ ⊂ Rn denotes a compact,
connected subset of M̃with boundary and non-empty interior relative to M̃. We
endow Rn with its standard (Riemannian) metric. The interior ofM relative to
M̃ is a submanifold itself and at these interior points notions like tangent space
and normal space are well-defined and coincide with the notions defined with
respect to M̃. For points on the boundary of M relative to M̃, when we refer
to its tangent space and normal space, we define these notions with respect to
M̃. In this sense, we consider the tangent bundle and the normal bundle to be
well-defined on (interior and boundary of)M.

We denote by TM and T⊥M the tangent and the normal bundle, respectively,
and by TxM and T⊥x M the tangent and the normal space at x ∈ M, respectively,
i.e. for any x ∈ M we have Rn = TxM⊕ T⊥x M. Due to the orientability and
the differentiability assumption on M the tangent and the normal bundle are
continuously differentiable vector bundles of rank k and n− k, respectively. That
means, the mappings M 3 x 7→ TxM ∈ Gr(k,Rn) and M 3 x 7→ T⊥x M ∈
Gr(n− k,Rn) are continuously differentiable.

Since ϕ is a diffeomorphism we have that ϕ[M] ⊂ Rn is a C1-submanifold. It
is well-known that Φ = ∂ϕ is a vector bundle isomorphism and we have that
Φ[TxM] = Tϕ(x)ϕ[M]. Due to the following calculation, we find that Φ−∗ is a
vector bundle isomorphism between the respective normal bundles: consider a
tangent vector e ∈ TxM and a normal vector n ∈ T⊥x M, then we have〈

Φ(x)e, Φ(x)−∗n
〉
= 〈e, n〉 = 0.

7.9 Remark. From a more abstract point of view it is not surprising that Φ−∗ is
the vector bundle isomorphism between the normal spaces ofM and ϕ[M]. The
(pointwise) adjoint operator of Φ, Φ considered as a linear relation inRn ×Rn, is
defined as Φ∗ = −(Φ−1)⊥. Hence, we observe that Φ−∗ = −Φ⊥, saying that up
to the minus sign Φ−∗ is the orthogonal subspace in the direct sum of the Hilbert
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spaces Rn and Rn. The inner product in Rn ⊕ Rn is just the sum of the inner
products with respect to the arguments and the images, respectively, i.e.

〈(u, v), (x, y)〉Rn⊕Rn := 〈u, x〉Rn + 〈v, y〉Rn .

Now, Φ−∗ = −Φ⊥ says that for any u, x ∈ Rn the image −Φ−∗u satisfies〈
(u,−Φ−∗u), (x, Φx)

〉
Rn⊕Rn = 〈u, x〉Rn −

〈
Φ−∗u, Φx

〉
Rn = 0,

or equivalently
〈u, x〉Rn =

〈
Φ−∗u, Φx

〉
Rn .

Roughly speaking, Φ−∗ preserves orthogonality with respect to Φ. Thus, we get
Φ(x)−∗[T⊥x M] ⊥ Φ(x)[Tx M] = Tϕ(x)ϕ[M] and consequently Φ(x)−∗[T⊥x M] =

T⊥ϕ(x)ϕ[M].

One of the essential ideas in [56] is to introduce hyperbolic LCSs by a description
and a comparison of growth of normal and tangential perturbations, respectively.
Taking the definitions and representations of repulsion rate and repulsion ratio in
[56] as a motivation, we generalize these notions in a straightforward manner
to our context. Note that these notions have an asymptotic predecessor in the
generalized Lyapunov type numbers in [41].

7.10 Definition (Repulsion rate, repulsion ratio). We define

ρ : M→ R, x 7→ min
n∈T⊥x M∩S

〈
n, C(x)−1n

〉−1/2
=
∥∥∥Φ(x)−∗

∣∣
T⊥x M

∥∥∥−1
,

ν : M→ R, x 7→ ρ(x)
maxv∈TxM∩S |Φ(x)v| =

∥∥∥Φ(x)
∣∣
TxM

∥∥∥−1 ∥∥∥Φ(x)−∗
∣∣
T⊥x M

∥∥∥−1
,

and call ρ repulsion rate and ν repulsion ratio.

7.11 Remark. (i) Note that the last definition is well-defined since Φ is invertible.
To see that the representation of the repulsion rate in terms of the operator norm
of the restriction of Φ(x)−∗ holds, observe the following calculation: let T ∈
GL(n,R), X ∈ Gr(k,Rn) be a k-dimensional subspace and V ∈ L(Rk,Rn) with
V∗V = idRk and V[Rk] = X. We consider Rn = Rk ⊕ Rn−k as well as Rn =

X ⊕ X⊥. We extend V to an operator in Rn, which we again denote by V, by
mapping Rk to V and Rn−k to X⊥, such that V∗V = idRn . In particular, we have
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V∗
∣∣
im VV = idRk by construction and both V and V∗ are invertible. Now, we

calculate

min
v∈X∩S

|Tv| = min
v∈X∩S

〈Tv, Tv〉1/2 = min
x∈(Rk⊕{0})∩S

〈TVx, TVx〉1/2

= min
x∈(Rk⊕{0})∩S

〈x, V∗T∗TVx〉1/2

=
1

maxx∈(Rk⊕{0})∩S 〈x, (V∗T∗TV)−1x〉1/2

=
1

maxx∈(Rk⊕{0})∩S 〈x, V∗(T∗T)−1Vx〉1/2

=
1

maxx∈(Rk⊕{0})∩S
〈
(T−1)

∗ Vx, (T−1)
∗ Vx

〉1/2 =
1∥∥(T−1)
∗∣∣

X

∥∥ ,

where the equality of the second and the third line is due to the self-adjointness
of V∗T∗TV and the spectral theorem.

(ii) Observe the double parameter-dependence in Definition 7.10: the operators
themselves depend on x as well as the subspaces to which the operators are re-
stricted. The operator norm of the restriction can be reduced to the operator norm
‖Φ(y)V(y)‖, see also (i), where V(·) is C1 by the smoothness assumption onM.
From this we directly read off the continuity of the repulsion rate and the growth
ratio.

7.12 Definition (cf. [56, Def. 3]). M is called normally repelling if there exists c ∈
R>1 such that ρ[M] ≥ c and ν[M] ≥ c hold.

7.13 Remark. In this work, we deal explicitly with normally repelling manifolds
only. As is done in [56], we define the normally attracting counterparts as those
which are normally repelling “in backward time”. That aims at identifying sub-
manifolds N , considered as subsets of the t+-fiber of the extended state space,
which are normally repelling under ϕ−1. To simplify the presentation, we do not
considerM together with ϕ[M] (or N together with ϕ−1[N ]) as subsets in the
extended state space {t−, t+} × Rn. Instead, we work only in the initial time-
fibers, i.e. {t−} ×Rn for ϕ and {t+} ×Rn for ϕ−1. In this sense, we will some-
times loosely refer to a normally repelling or a normally attracting manifold as
normally hyperbolic, and it is clear from the particular characteristic if the manifold
is situated in the earlier or in the latter time-fiber.
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7.14 Lemma. For any x ∈ M the following estimates hold:

√
λ1(x) ≤ ρ(x) ≤

√
λk+1(x) and ν(x) ≤

√
λk+1(x)
λk(x)

.

Proof. First, we observe that the ordered singular values of Φ and Φ−∗ are

0 <
√

λ1 ≤ . . . ≤
√

λn and 0 <

√
1

λn
≤ . . . ≤

√
1

λ1
,

respectively. The estimates now follow from the Courant-Fischer Minimax The-
orem [112, Theorem 8.9], or more precisely from the following estimates: for
X ∈ Gr(k,Rn) and Y ∈ Gr(n− k,Rn) we have∥∥Φ

∣∣
X

∥∥ ≥ √λk,
∥∥Φ−∗

∣∣
Y

∥∥ ≥ 1√
λk+1

.

In the following, we want to specify which perturbations ofM we are going to
consider. Since M is a k-dimensional Riemannian submanifold of Rn, we can
parametrize M locally in normal coordinates. Let y ∈ M, U ⊂ Rk a neigh-
borhood of 0 and Fy : U ⊆ Rk → M ⊂ Rn be a local normal parametrization
around y = F(0), then with the definition ei+1(y) := ∂iF(0), i ∈ {0, . . . , k− 1},
the set {e1(y), . . . , ek(y)} is an orthonormal basis of TyM. We extend this basis by
{ek+1(y), . . . , en(y)}, an orthonormal basis of T⊥y M, which is orthonormal to the
basis of TyM in the tangent space of the ambient space TyR

n = Rn. A family of C1-
normal perturbations ofM is a (linearly) parametrized family of C1-submanifolds
Mε, ε ∈ [−θ, θ], θ ∈ R>0, M0 = M, such that for each y ∈ M there exists
a neighborhood of 0 in Rk and a bounded continuously differentiable function
α : U ⊆ Rk → Rn−k called perturbation profile such that locally the submanifolds
can be parametrized by

xy : (−θ, θ)×U ⊂ Rk+1 → Rn,

(ε, u) 7→ xy(ε, u) = F(u) + ε

 | |
ek+1(F(u)) · · · en(F(u))

| |

 α(u)

= F(u) + εN(F(u))α(u) ∈ Mε,

(7.6)

where N(F(u)) :=
(
ek+1(F(u)) · · · en(F(u))

)
and ∂F(u)∗N(F(u)) = 0. Fur-

thermore, observe that the parametrization depends linearly on the perturbation
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parameter, i.e. in particular ε 7→ xy(ε, 0) is C∞. In this sense, it would be more
precise to speak of a C∞-family of C1-normal perturbations ofM. Note also that
for the case k = n − 1 exactly this specific type of perturbations is studied in
[56].

7.15 Remark. This type of perturbation can be considered as the linearization
(with respect to ε) of an arbitrary C1 normal perturbation, and hence as suffi-
ciently general. Here α should depend in a C2 manner on ε.

For notational convenience, we will omit the dependence of the local parametri-
zation on y and denote by x an associated local normal parametrization under
consideration; recall that with this notation one has x(0, 0) = y.

In our next definition we are going to accentuate those normally repelling mani-
foldsM that satisfy a certain optimality condition of the repulsion rate with re-
spect to all families of C1-normal perturbations of itself. Namely, we will require
that for any y ∈ M and the associated perturbation parametrization x one has
that ρ ◦ x(·, 0) =

(
ε 7→ ρ(x(ε, 0))

)
has a local (nondegenerate) maximum at ε = 0

for arbitrary admissible perturbation profiles.

7.16 Definition (Repelling WLCS and LCS (in the broad sense)). Assume M is
normally repelling. ThenM is called a (k-dimensional) repelling Weak LCS (WLCS)
in the broad sense if for any family of C1-normal perturbations ofM and any y ∈
M we have that there exists a neighborhood U ⊆ [−θ, θ] of 0 such that for any
ε ∈ U we have ρ(x(ε, 0)) ≤ ρ(x(0, 0)). M is called a (k-dimensional) repelling
LCS in the broad sense if for any family of C1-normal perturbations ofM and any
y ∈ M we have that there exists a neighborhood U ⊆ [−θ, θ] of 0 such that for
any ε ∈ U \ {0} we have ρ(x(ε, 0)) < ρ(x(0, 0)).

This can be considered as a generalization of the physical definition of hyperbolic
LCSs in [56]. Note that the above definition does not incorporate any derivatives
but expresses formally the role LCSs should play, as “locally the strongest re-
pelling or attracting” manifolds, see [56, Definition 1]. As with normal attraction,
we define attracting WLCSs/LCSs as repelling WLCSs/LCSs in backward time
and Remark 7.13 applies analogously. Furthermore, hyperbolic WLCSs/LCSs are
attracting or repelling WLCSs/LCSs.

To strengthen Definition 7.16 towards a definition that leads to computable math-
ematical criteria, we discuss the regularity of the repulsion rate function with
respect to the perturbation parameter first. To this end, for some y ∈ M we
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consider the function

ρ ◦ x(·, 0) : [−θ, θ]→ R,

ε 7→
∥∥∥Φ(x(ε, 0))−∗

∣∣
T⊥x Mε

∥∥∥−1
=
(

max σ(V∗(ε)C(x(ε, 0))−1V(ε))
)−1/2

,

where V : (−θ, θ) → L(Rn−k,Rn) is C∞ with V∗V = idRn−k and V(ε)[Rn−k] =

T⊥x(ε,0)Mε. As in Proposition 7.5 (note that ε is a scalar variable here), we have
that ρ ◦ x(·, 0) is continuous and piecewise twice continuously differentiable. In
the general case, it can happen that ρ ◦ x(·, 0) is not differentiable in 0. However,
in this case it is continuously differentiable in a punctured neighborhood of 0. In
the following we restrict our considerations to well-behaved manifoldsM in the
sense that ρ ◦ x(·, 0) is twice continuously differentiable at 0 for any y ∈ M and
for any local perturbation profile α. Note that normally hyperbolic hypersurfaces
M are always well-behaved due to the separation of the two largest eigenvalues
as a consequence of Lemma 7.14 and the twice continuous differentiability of ρ.
For the general case, a sufficient criterion for well-behavior is the fact that in any
y ∈ M we have that the maximal eigenvalue of V∗C(y)−1V is simple, where V
is the respective subspace spanning matrix.

7.17 Definition (Repelling WLCS and LCS (in the strict sense)). Assume M is
well-behaved and normally repelling. ThenM is called a (k-dimensional) repelling
Weak LCS if for any family of C1-normal perturbations of M and any y ∈ M
we have ρ(x(·, 0))′(0) = 0. M is called a (k-dimensional) repelling LCS if M is
a repelling Weak LCS and additionally ρ(x(·, 0))′′(0) < 0 for any family of C1-
normal perturbations ofM and any y ∈ M.

The next theorem states necessary and sufficient conditions for M to be a re-
pelling Weak LCS.

7.18 Theorem. Let dimM = k and λk+1 : Rn → R>0 be continuously differentiable
in all points y ∈ M. ThenM is a repelling WLCS if and only if for any y ∈ M the
following conditions hold:

(i) λk(y) 6= λk+1(y) > 1;

(ii) span {vk+1(y), . . . , vn(y)} = T⊥y M;

(iii) ∂vi(y)λk+1(y) = 0 for any i ∈ {k + 1, . . . , n}.

Proof. Our proof is essentially an adaptation of the one in [56, Theorem 7] to the
general case, sometimes revealing the underlying nature of the arguments.
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“⇒”: By the assumptions in Definition 7.12 there exists c ∈ R>1 such that with
Lemma 7.14 we obtain

1 < c ≤ ρ(y) ≤
√

λk+1(y) and 1 < c ≤ ν(y) ≤ ρ(y)√
λk(y)

(7.7)

for all y ∈ M, from which (i) follows. In order to compute the (derivatives of
the) repulsion rate for points in Mε (in M, respectively) we need to derive a
first order approximation of the normal space T⊥x(ε,0)Mε in x(ε, 0). As before, we
denote the reference point F(0) = x(0, 0) by y. First, we derive a representation
for the tangent space Tx(ε,0)Mε. To this end, we differentiate its parametrization
Eq. (7.6) in the coordinate point 0 and obtain

∂x(ε, ·)(0) = ∂F(0) + ε
(

x 7→ (N ◦ F)(x)α(x)
)′
(0)

= ∂F(0) + ε (∂(N ◦ F)(0)(α(0)) + N(y)∂α(0)) ∈ Rn×k.
(7.8)

By the C∞-differentiability assumption on the perturbation parameter we know
that the normal space T⊥x(ε,0)Mε in x(ε, 0), spanned by Nε(x(ε, 0)) ∈ Rn×(n−k), or
more precisely on the coordinate point 0, is C∞ with respect to ε and hence has a
local representation as

Nε(x(ε, 0)) = N(y) + εK + ε2L +O(ε3), (7.9)

where N(y) ∈ Rn×(n−k) spans T⊥y M and K ∈ Rn×(n−k) needs to be determined;
we compute L in the special case of dimM = n− 1 in the next section. This is
done by plugging Eqs. (7.8) and (7.9) into the characterizing equalities

Nε(x(ε, 0))>Nε(x(ε, 0)) = In−k, and Nε(x(ε, 0))>ε ∂x(ε, ·)(0) = 0.

These equalities determine the subspace uniquely. However, from the theory
of the Grassmann manifold it is clear that this system of equations is solved by
an equivalence class of matrices, generated by one representative and (n− k)×
(n − k)-dimensional invertible matrices, multiplied from the right. Expanding
the two characterizations and comparing coefficients of powers of ε we obtain
K = −∂F(0)∂α(0)∗. In the following argument, only the image of K plays a role,
see Eq. (a) below. Obviously, right-multiplication with invertible matrices does
not change the image of K. Hence, there are no problems with non-uniqueness
of the representation of K.

Next we show that the fact that ρ(x(·, 0))′(0) = 0 for any local perturbation pro-
file α is equivalent to (ii) and (iii). To this end, we compute the derivative ex-
plicitly, making use of our well-behavior assumption in the following way: we
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represent

ρ(x(ε, 0)) =
〈

Nε(x(ε, 0))v(ε), C(x(ε, 0))−1Nε(x(ε, 0))v(ε)
〉−1/2

, (7.10)

where v ∈ C2([−θ, θ],S) is a twice continuously differentiable function with val-
ues on the unit circle in Rn−k. For each ε ∈ [−θ, θ] we have that v(ε) is a nor-
malized eigenvector of Nε(x(ε, 0))∗C(x(ε, 0))−1Nε(x(ε, 0)), corresponding to its
maximal eigenvalue, i.e. in particular for µ = 1

ρ(y)2 = ‖Φ(y)−∗N(y)‖ holds

N(y)∗C(y)−1N(y)v(0) = µv(0). (7.11)

Due to the normalization for all ε ∈ [−θ, θ] we have that 〈v′(ε), v(ε)〉 = 0 and
consequently, by the eigenvector property〈

Nε(x(ε, 0))v′(ε), C(x(ε, 0))−1Nε(x(ε, 0))v(ε)
〉
= 0.

With these observations at hand, we calculate

0 = ρ(x(·, 0))′(0)

=

(
ε 7→

〈
Nε(x(ε, 0))v(ε), C(x(ε, 0))−1Nε(x(ε, 0))v(ε)

〉−1/2
)′

(0)

= −1
2

ρ(y)3
(〈

Kv(0) + N(y)v′(0), C(y)−1N(y)v(0)
〉
+

+
〈

N(y)v(0), (C−1 ◦ x(·, 0))′(0)N(y)v(0)
〉
+

+
〈

N(y)v(0), C(y)−1(Kv(0) + N(y)v′(0))
〉)

.

We compute

(C−1 ◦ x(·, 0))′(0) = (∂C−1)(y)x(·, 0)′(0) = ∂C−1(y)N(y)α(0),

and together with the symmetry of C−1 and of the inner product we obtain

0 = −1
2

ρ(y)3
(
−2
〈

∂F(0)∂α(0)∗v(0), C(y)−1N(y)v(0)
〉
+

+
〈

N(y)v(0),
(
∂C−1(y)(N(y)α(0))

)
N(y)v(0)

〉)
. (7.12)

Since ρ(y) > 0, Eq. (7.12) holds for any continuously differentiable function α, or
more precisely for any α(0) ∈ Rn−k and ∂α(0) ∈ L(Rk,Rn−k), if and only if the
following hold:

C(y)−1N(y)v(0) ∈ ∂F(0)[Rk]⊥ = T⊥y M, (a)〈
N(y)v(0),

(
∂C−1(y)

[
T⊥y M

])
N(y)v(0)

〉
= 0. (b)
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Additionally, we have

N(y)v(0) ∈ T⊥y M. (c)

From Eqs. (c) and (a) we see that for τ ∈ R

C(y)−1N(y)v(0)− τN(y)v(0) ∈ T⊥y M,

and from Eq. (7.11) we conclude that for τ = µ = 1
ρ(y)2

C(y)−1N(y)v(0)− µN(y)v(0) ∈ ker N(y)∗ = (im N(y))⊥ = TyM.

Here, the first equality holds by a well-known consequence of the Projection The-
orem. In summary, we obtain that N(y)v(0) is an eigenvector of C(y)−1 corre-
sponding to the eigenvalue µ = 1

ρ(y)2 and from Eq. (7.7) we see that µ = 1
λk+1(y)

and N(y)v(0) = vk+1(y). Since λk(y) < λk+1(y) there exists only one subspace
V such that the operator norm of Φ−∗ restricted to V attains µ. Thus, we obtain
that

N(y)v(0) = vk+1(y) and T⊥y M = span {vk+1(y), . . . , vn(y)} .

Note that the conclusion that N(y)v(0) is an eigenvector is simpler in the codi-
mension-1 case; cf. [56]. Conversely, if T⊥y M = span {vk+1(y), . . . , vn(y)} then
(a) is obvious. As a consequence, we have that TyM = span {v1(y), . . . , vk(y)}
and without loss of generality we may assume that ei(y) = vi(y), i ∈ {1, . . . , n}.

To see (iii) we manipulate the resulting eigenvalue problem as follows. We con-
sider

C(y)−1vk+1(y) =
1

λk+1(y)
vk+1(y),

and differentiation at y and application to vi(y), i ∈ {k + 1, . . . , n}, yields

(
∂C−1(y)vi(y)

)
vk+1(y) + C(y)−1(∂vk+1(y))vi(y) =

= − 1
λk+1(y)2 vk+1(y)∂λk+1(y)vi(y) +

1
λk+1(y)

∂vk+1(y)vi(y).

By composing the operator with vk+1(y)∗ and making use of its eigenvector prop-
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erty, of vk+1(y)∗∂vk+1(y) = 0 and Eq. (b) we obtain

0 =
〈

vk+1(y),
(

∂C−1(y)vi(y)
)

vk+1(y)
〉

= vk+1(y)∗
(

∂C−1(y)vi(y)
)

vk+1(y)

= − 1
λk+1(y)2 (∂λk+1(y))vi(y)

= − 1
λk+1(y)2 ∂vi(y)λk+1(y).

Due to linearity of ∂C−1(y) and the positivity of λk+1 we have that Eq. (b) is
satisfied if and only if ∂vi(y)λk+1(y) = 0 for any i ∈ {k + 1, . . . , n}, i.e. (iii) holds.

“⇐”: By the equivalence shown in the first part of the proof it remains to show
that M is normally repelling. From assumption (i) and (ii) we have that the
continuous functions ρ and ν obey the estimates

ρ =
√

λk+1 > 1, ν =

√
λk+1

λk
> 1,

on the compactumM and hence do so uniformly for some c ∈ R>1.

7.19 Remark. Unfortunately, in the general case we are not able to derive an
equivalent but easier computable condition to the non-degeneracy of the second
derivative of ρ ◦ x(·, 0), i.e. a complete characterization for repelling LCSs. How-
ever, the case k = n− 1, which we consider next, suggests that the characterizing
condition might be ∂2

vi(y)
λk+1(y) < 0 for i ∈ {k + 1, . . . , n}; cf. Remark 7.24. Intu-

itively, the conditions on the second order directional derivatives of λk+1 in the
normal directions seem to be sufficient for the non-degeneracy of (ρ ◦ x(·, 0))′′(0).

7.2.2 Hyperbolic LCSs of codimension-1

Next, we specialize our results to the (traditional) hypersurface case considered
in [56]. Here, the normal bundle is a C1 line bundle and we denote the continu-
ously differentiable normal vector field onM by

n0 : M→ T⊥M, x 7→ n0(x) ∈ T⊥x M,
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where |n0(x)| = 〈n0(x), n0(x)〉 1
2 = 1 for any x ∈ M. The normal vector field on

the image manifold ϕ[M] then takes the form

n1(ϕ(x)) :=
Φ(x)−∗n0(x)
|Φ(x)−∗n0(x)|

for any point ϕ(x) ∈ ϕ[M], x ∈ M. To motivate the definition of the repulsion
rate, we consider

ρ(x) =
1

〈n0(x), C(x)−1n0(x)〉1/2

=
1

〈Φ(x)−∗n0(x), Φ(x)−∗n0(x)〉1/2

=
1

|Φ(x)−∗n0(x)| =
〈

Φ(x)−∗n0(x)
|Φ(x)−∗n0(x)| , Φ(x)n0(x)

〉
= 〈n1(ϕ(x)), Φ(x)n0(x)〉 .

The last expression corresponds to the projection of Φ(x)n0(x) onto the normal
vector n1(ϕ(x)); see also [56, Figure 10].

In the situation considered here, Theorem 7.18 can be improved to the following
result.

7.20 Theorem (cf. [56, Theorem 7] and [39]). Let dimM = n− 1. Then the follow-
ing equivalences hold:

1. M is a repelling WLCS if and only if for any y ∈ M the following conditions
hold:

(i) λn−1(y) 6= λn(y) > 1;

(ii) vn(y) ⊥ TyM;

(iii) ∂vn(y)λn(y) = 0.

2. M is a repelling LCS if and only if the following conditions hold:

(i) M is a repelling WLCS;

(ii) for any y ∈ M either the matrix L(y) as given in Eq. (7.13) is positive
definite or, in case that v1, . . . , vn are continuously differentiable at y, the
inequality ∂2

vn(y)
λn(y) < 0 holds.
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Proof. The assertion 1. corresponds to the general statements in Theorem 7.18. It
remains to show the equivalence between the definiteness of the second deriva-
tive of the repulsion rate and assertion 2(ii). As before we can assume without
loss of generality that

ei(y) = vi(y), i ∈ {1, . . . , n} ,

where span {v1(y), . . . , vn−1(y)} = TyM and vn(y) ⊥ TyM. Recall that we have

ρ(y) =
〈

vn(y), C(y)−1vn(y)
〉−1/2

=
√

λn(y).

Since N, Nε, K, L are now vectors, we denote them (in accordance with the nota-
tion in [56]) by n, nε, β, γ, respectively. We have for β and γ, i.e. L in Eq. (7.9),

β = −
n−1

∑
i=1

∂i−1α(0)vi(y),

γ = −1
2

(
n−1

∑
i=1

∂i−1α(0)2

)
vn(y)− α(0)

n−1

∑
i=1
〈∂i−1(vn ◦ F)(0), β〉 vi(y)

and furthermore, for ε ∈ (−θ, θ), that

ρ(x(·, 0))′(ε) = −1
2

ρ(x(ε, 0))3
(

2
〈

β + 2εγ, C(x(ε, 0))−1nε(x(ε, 0))
〉
+

+ α(0)
〈

nε(x(ε, 0)),
(

∂C−1(x(ε, 0))vn(y)
)

nε(x(ε, 0))
〉)

.

Due to the stationarity assumption ρ(x(·, 0))′(0) = 0 and the fact that− 1
2 ρ(y)3 =

− (λn(y))3/2

2 the product rule of differentiation yields

ρ(x(·, 0))′′(0) = − (λn(y))3/2

2

(
ε 7→ 2

〈
β + 2εγ, C(x(ε, 0))−1nε(x(ε, 0))

〉
+

+ α(0)
〈

nε(x(ε, 0)),
(

∂C−1(x(ε, 0))vn(y)
)

nε(x(ε, 0))
〉)′

(0).

Thus we obtain
−2ρ(x(·, 0))′′(0)

λn(y)3/2 = 2α(0)
〈

β,
(

∂C−1(y)vn(y)
)

vn(y)
〉
+ 2

〈
β, C(y)−1β

〉
+

+ 4
〈

γ, C(y)−1vn(y)
〉
+

+ α(0)
〈

β,
(

∂C−1(y)vn(y)
)

vn(y)
〉
+

+ α(0)2
〈

vn(y), ∂2C−1(y)(vn(y), vn(y))vn(y)
〉
+

+ α(0)
〈

vn(y),
(

∂C−1(y)vn(y)
)

β
〉
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= α(0)2
〈

vn(y), ∂2C−1(y)(vn(y), vn(y))vn(y)
〉
+

− 4
n−1

∑
i=1

α(0)∂i−1α(0)
〈

vi(y),
(

∂C−1(y)vn(y)
)

vn(y)
〉
+

+ 2
n−1

∑
i=1

(∂i−1α(0))2
(

1
λi(y)

− 1
λn(y)

)

=

〈
α(0)

∂0α(0)
...

∂n−2α(0)

 , L(y)


α(0)

∂0α(0)
...

∂n−2α(0)


〉

,

where we have used the symmetry of ∂C−1(y)vn(y) and

L =


〈vn,∂2C−1(vn,vn)vn〉 −2〈v1,(∂C−1vn)vn〉 ··· −2〈vn−1,(∂C−1vn)vn〉
−2〈v1,(∂C−1vn)vn〉 2 λn−λ1

λ1λn
...

. . .
−2〈vn−1,(∂C−1vn)vn〉 2

λn−λn−1
λn−1λn

 . (7.13)

Clearly, we have ρ(x(·, 0))′′(0) < 0 in every point y = x(0, 0) ∈ M and for any
perturbation profile α if and only if the matrix L(y) is positive definite in every
y ∈ M.

Next we consider the case that v1, . . . , vn are differentiable at y ∈ M. We need to
prove the equivalence between the positive definiteness of L(y) and the inequal-
ity ∂2

vn(y)
λn(y) < 0. To this end, we first derive an equivalent representation of the

matrix L(y) under the additional differentiability assumption on the eigenvector
functions. The calculations follow essentially those in [56, p. 583–584].

For i ∈ {1, . . . , n− 1} and y ∈ M differentiate the two equations

〈vi(y), vn(y)〉 = 0 and
〈

vi(y), C(y)−1vn(y)
〉
= 0,

to obtain ∂vi(y)∗vn(y) + vi(y)∗∂vn(y) = 0 and

∂vi(y)∗C(y)−1vn(y) + vi(y)∗
(

∂C−1(y)vn(y) + C−1(y)∂vn(y)
)
= 0.

This together with the eigenvector property of vn and vi and the symmetry of
C(y)−1 we get

vi(y)∗
(

∂C−1(y)vn(y)
)
= −λn(y)− λi(y)

λi(y)λn(y)
vi(y)∗∂vn(y).
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Application to vn(y) and reordering the terms yields〈
vi(y),

(
∂C−1(y)vn(y)

)
vn(y)

〉
= −λn(y)−λi(y)

λi(y)λn(y)
〈vi(y), (∂vn(y))vn(y)〉 , (7.14)

such that L takes the form

L =


〈vn,∂2C−1(vn,vn)vn〉 2 λn−λ1

λ1λn 〈v1,(∂vn)vn〉 ··· 2
λn−λn−1
λn−1λn 〈vn−1,(∂vn)vn〉

2 λn−λ1
λ1λn 〈v1,(∂vn)vn〉 2 λn−λ1

λ1λn
...

. . .
2

λn−λn−1
λn−1λn 〈vn−1,(∂vn)vn〉 2

λn−λn−1
λn−1λn

 ,

as in [56, Eq. (31)] with the correction in [39]. Next, we consider

C(y)−1vn(y) =
1

λn(y)
vn(y),

and differentiation at y and composition with vn(y)∗ yields the equation

vn(y)∗
(

∂C−1(y)(·)
)

vn(y) = −
1

λn(y)2 ∂λn(y)

in L(Rn,R). By differentiating at y and evaluating at (vn(y), vn(y)) ∈ Rn ×Rn

we obtain〈
vn(y), ∂2C−1(y)(vn(y), vn(y))vn(y)

〉
=

= −2
〈

vn(y),
(

∂C−1(y)vn(y)
)
((∂vn(y))vn(y))

〉
+

− 1
λn(y)2 (∂

2λn(y))(vn(y), vn(y)),

where we have used that (∂λn(y))vn(y) = 0 and the symmetry of ∂C−1(y)vn(y).
Since vn(y)∗(∂vn(y))vn(y) = 0, we have that

(∂vn(y))vn(y) =
n−1

∑
i=1
〈vi(y), (∂vn(y))vn(y)〉 vi(y).

Using Eq. (7.14) we obtain〈
vn(y), ∂C−1(y)((∂vn(y))vn(y))

〉
=

=
n−1

∑
i=1
〈vi(y), (∂vn(y))vn(y)〉

〈
vn(y),

(
∂C−1(y)vn(y)

)
vi(y)

〉
= −

n−1

∑
i=1

λn(y)− λi(y)
λi(y)λn(y)

〈vi(y), (∂vn(y))vn(y)〉2 ,



100 CHAPTER 7. FINITE-TIME CHAOTIC ADVECTION

and finally〈
vn(y),

(
∂2C−1(y)(vn(y), vn(y))

)
vn(y)

〉
=

= 2
n−1

∑
i=1

λn(y)− λi(y)
λi(y)λn(y)

〈vi(y), (∂vn(y))vn(y)〉2 +

− 1
λn(y)2 (∂

2λn(y))(vn(y), vn(y)). (7.15)

Obviously, L(y) is positive definite if and only if JL(y)J is positive definite, where

J =

(
1

. . .

1

)
is the (orthogonal) inverted identity matrix. However, Sylvester’s

criterion applied to JL(y)J corresponds to taking the leading principal minors
of L(y) from the lower right corner instead of taking them from the upper left
corner. Since all “lower” leading principal minors of order lower than n are pos-
itive in any case (they just correspond to the product of the diagonal entries), by
Sylvester’s criterion, L(y) is positive definite if and only if det L(y) > 0. Now we
make use of the block structure of L(y) as follows: consider

L =

(
a b>

b D

)
,

where

a =
〈

vn, ∂2C−1(vn, vn)vn

〉
, b =


2 λn−λ1

λ1λn
〈v1, (∂vn)vn〉

...
2 λn−λn−1

λn−1λn
〈vn−1, (∂vn)vn〉

 ,

D = diag
(

2
λn − λ1

λ1λn
, . . . , 2

λn − λn−1

λn−1λn

)
,

and for y ∈ M we have a(y) ∈ R, b(y) ∈ Rn−1 and D(y) ∈ R(n−1)×(n−1). Since
D is invertible, we have that

det L = det D · det(a− b>D−1b) = det D(a− b>D−1b),

cf. [112, Theorem 2.2]. With det D = ∏n−1
i=1 2 λn−λi

λiλn
> 0 we obtain that det L > 0 if

and only if

a− b>D−1b =
〈

vn, (∂2C−1)(vn, vn)vn

〉
− 2

n−1

∑
i=1

λn − λi

λiλn
〈vi, (∂vn)vn〉2

= − 1
λ2

n
(∂2λn)(vn, vn) > 0,

or equivalently ∂2
vn(y)

λn(y) < 0. Here, we have used Eq. (7.15).
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7.21 Remark. 1. By Sylvester’s criterion a necessary condition for L(y) to be
positive definite is the inequality〈

vn(y),
(

∂2C−1(y)(vn(y), vn(y))
)

vn(y)
〉
> 0;

see [56, Proposition 8].

2. The second alternative in Theorem 7.20 2/(ii) is a significant simplification
of the first alternative. Note that for n = 2, the differentiability of the two
eigenvectors follows by the simplicity of the eigenvalues by Theorem 7.20
1/(i) and Proposition 7.5. However, in higher dimensions the differentia-
bility requirement is in general restricting.

3. The second alternative in Theorem 7.20 2/(ii) has been observed for 2-
dimensional systems in [39].

7.3 Regularity and Robustness of Hyperbolic LCSs

So far, we assumed that we have a manifold M with properties as described
in Section 7.2.1. We derived characterizing properties in Theorem 7.18 and Theo-
rem 7.20 forM to be a hyperbolic LCS. Now, we want to go the other way and use
those properties to define (or to extract) a candidate setM for a hyperbolic LCS,
which is has submanifold structure. To this end, we restrict our considerations
first to the codimension-1 case and to the open set

H := {y ∈ Rn; λn−1(y) 6= λn(y) > 1} ,

on which λn and vn are twice continuously differentiable by Proposition 7.5.
Now, define M as the 0-level set of the continuously differentiable function

H 3 y 7→ ∂vn(y)λn(y) = ∂λn(y)vn(y) = Lvn(y)λn(y), (7.16)

where Lvn(y)λn(y) denotes the Lie derivative of λn in the direction of the vector
field vn. By the Implicit Function Theorem, there exists a special local parametri-
zation of M around y ∈ M, where one component is expressed as a C1-function
depending on the other n− 1 components, if the derivative

(x 7→ ∂λn(x)vn(x))′(y) = ∂2λn(y)vn(y) + ∂λn(y)∂vn(y) 6= 0. (7.17)

Clearly,
∂2λn(y)(vn(y), vn(y)) + ∂λn(y)∂vn(y)vn(y) 6= 0 (7.18)
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is sufficient for Eq. (7.17) to hold. Conversely, suppose that the inequality (7.17)
holds for all y ∈ M, then M is locally an embedded submanifold and we can
speak of the tangent space Ty M of M in y ∈ M. Now define

M :=
{

y ∈ M; vn(y) ⊥ Ty M
}

. (7.19)

Since the derivative in Eq. (7.17), considered as a gradient, is orthogonal to the 0-
level set, we obtain that onM Eqs. (7.18) and (7.17) are equivalent.

However, we would like to point out that, in general, it seems to be unclear
whether Eq. (7.19) leads to a submanifold of codimension-1. While there are an-
alytical examples in [56, Section 8], hyperbolic LCSs may typically not exist as
embedded submanifolds in general finite-time processes considered in applica-
tions.

The above discussion for hyperbolic codimension-1 LCSs can be partially trans-
ferred to the general case, developed in Section 7.2.1. To this end, we restrict our
considerations to

H := {y ∈ Rn; λk(y) 6= λk+1(y) 6= λk+2, λk+1 > 1} .

Then λk+1 is continuously differentiable on H. For i ∈ {k + 1, . . . , n} introduce
the 0-level set

Hi := (Lvi λk+1)
−1[{0}].

By requiring corresponding versions of Eq. (7.17) for each Hi, we ensure that
locally the Hi are embedded codimension-1 submanifolds and their intersec-
tion

M :=
n⋂

i=k+1

Hi

is typically a k-dimensional submanifold. We define

M :=
{

y ∈ M; vi(y) ⊥ Ty M, i ∈ {k + 1, . . . , n}
}

.

Again, in general, it seems to be difficult to affirm thatM thus defined is a sub-
manifold and thatM is well-behaved. These difficulties in the extraction of (ex-
act) LCSs based on the variational approach prompted the relaxation of the or-
thogonality requirement in [38].

As for robustness, assume thatM is a codimension-1 hyperbolic LCS, on which
Eq. (7.18) is satisfied. ThenM is, by [56, Theorem 11], robust under continuously
differentiable perturbations of ϕ in the following, peculiar sense: hyperbolic
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LCSs do not persist under perturbations along with all four properties stated in
Theorem 7.20 (1)-(2). However, they persist as hyperbolic Quasi-LCSs, see [56, Def.
10], i.e. as manifolds that do not satisfy necessarily the alignment requirement
Theorem 7.20 1/(ii). Note, that a perturbation of the, initial or final, time param-
eter leads in particular to a continuously differentiable perturbation of the flow
map ϕ. Consequently, the exact position of hyperbolic LCSs depends crucially
on the choice of the time parameters and hyperbolic LCSs might get lost under
small variations. Instead, there existence may be indicated for nearby parameters
by hyperbolic Quasi-LCSs. The issue of missing robustness in the strict sense,
but existing robustness in the aforementioned quasi-sense is also addressed in
[38].

7.4 Generalized Extrema and Hyperbolic LCSs

In this section, we discuss the relation between hyperbolic LCSs and the differ-
ential geometric notion of ridges and their antonym, valleys (also referred to as
troughs or courses), with umbrella term crease. As is discussed in [35], there exist
several mathematical definitions of creases; for a textbook on ridges we refer the
reader to [34] and for a historical review see [71].

Let us first recall that for f ∈ C1(Rn,R) a point x ∈ Rn is said to be a critical
point for f if ∂ f (x) = 0 ∈ L(Rn,R), or equivalently grad f (x) = 0 ∈ Rn. Critical
points are further classified if f ∈ C2(Rn,R) as follows. The function f is said to
have a minimum/maximum at x if ∂2 f (x) is positive/negative definite. We repre-
sent the second derivative by the Hessian matrix H(x) := ∂⊗ grad f (x), where
⊗ denotes the formal Kronecker product of ∂ =

(
∂0 . . . ∂n−1

)
and grad = ∂>.

Any such point is called an extreme point of f . This definition of extreme points
can be generalized to “conditional” extremality. Let k ∈ {1, . . . , n}, L ∈ Gr(k,Rn)

and A ∈ St∗(k,Rn) with π(A) = L. The function f has a generalized minimum/-
maximum of type n− k at x with respect to L if

(i) A> grad f (x) = 0 ∈ Rk, or equivalently, grad f (x) ⊥ L, and

(ii) A>H(x)A is positive/negative definite.

Such points x are called generalized extreme points of type n− k for f with respect to
L.

Now we are in the position to define FTLE ridges, thereby modifying the defini-
tion in [56].
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7.22 Definition (FTLE ridge, cf. [56, Def. 12]). A k-dimensional manifoldM as in
Section 7.2.1 is called an FTLE ridge, if each x ∈ M is a generalized maximum of
type k for λk+1 with respect to span {vk+1(x), . . . , vn(x)}.

In fact, FTLE ridges are not ridges in the usual, geometric sense, which is intro-
duced as follows. Let again f ∈ C2(Rn,R), x ∈ Rn and consider the Hessian
matrix H(x) of f at x. Denote by κ1 ≤ . . . ≤ κn the ordered eigenvalues of H and
by v1, . . . , vn corresponding eigenvectors. A point x ∈ Rn is called a ridge point of
type n− k if κk < 0 and x is a generalized maximum point of type n− k for f with
respect to span {v1, . . . , vk}. A point x ∈ Rn is called a valley point of type n− k if
κn−k+1 > 0 and x is a generalized minimum point of type n− k for f with respect
to span {vn−k+1, . . . , vn}. We call an embedded, differentiable submanifold of di-
mension n− k in Rn a (height) ridge ((height) valley) if each of its points is a ridge
(valley, respectively) point of type n− k. Finally, second-derivative ridges as defined
in [101, 74] are height ridgesM of codimension-1, such that in each point x ∈ M
one has that grad λn(x) ∈ TxM and λn(x) > λn−1(x).

Historically, the connection between hyperbolic LCSs and ridges developed as
follows. [54, 55] proposed that a repelling LCS should appear as a locally maxi-
mizing curve, or ridge in the higher-dimensional case, of the FTLE field. Indeed,
ridges of the FTLE field have been found to be accurate indicators of LCSs in a
number of applications; see [88]. Despite an example in [55] showing that FTLE
maximizing curves do not necessarily correspond to coherent trajectory patterns,
[101, 74] define hyperbolic LCSs as a family of second-derivative ridges of the
FTLE field over time. While the extraction of these ridges has been performed
visually, see [100], the differential-geometric notion of a second-derivative ridge
was used to derive estimates on the flux across the LCS. [99] initiated many ap-
plications of that concept. However, recent results show that the focus on second-
derivative ridges is too restrictive. First, [56] shows that the estimate on the flux
formula holds only under additional restricting assumptions. Second, [83] proves
that second-derivative ridges in 2-dimensional systems are necessarily straight
lines. Our next aim is to advocate a change of focus from ridges to generalized
extrema, based on the results in Section 7.2.2.

To this end, let us consider the codimension-1 case, for which we obtain the fol-
lowing trivial characterization of repelling LCSs as certain FTLE ridges. This re-
sult shows that hyperbolic LCS are in fact of generalized-extremum-type, rather
than of ridge-type, due to the missing reference to the Hessian of the FTLE field.

7.23 Theorem (Characterization of Hyperbolic LCSs by FTLE Ridges). Assume
thatM is of codimension-1 and the functions v1, . . . , vn are continuously differentiable
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onM. ThenM is a repelling LCS if and only ifM is an FTLE ridge such that for each
x ∈ M the following conditions are satisfied:

λn−1(x) 6= λn(x) > 1, (7.20)

vn(x) ⊥ TxM. (7.21)

Proof. The FTLE ridge assumption together with conditions (7.20)–(7.21) are just
re-statements of the conditions listed in Theorem 7.20.

7.24 Remark. Recall that, in the general case of Section 7.2.1, we were not able to
find an analytically computable criterion that distinguishes for repelling WLCS
from repelling LCS. However, Theorem 7.23 suggests that this criterion is the
second-derivative condition in the definition of generalized extreme points of
type k, thus justifying Remark 7.19.

7.5 Embeddings of Hyperbolic LCS

In this section, we want to formally introduce hyperbolic LCSs embedded in an-
other manifold. We leave a rigorous investigation as well as a (physical) mo-
tivation for future research. One possible application is the introduction of the
variational LCS-approach to finite-time flows on manifolds; another one is the
derivation of substructures on LCSs defined in Rn. Concerning the second ap-
plication, we would like to point out that the concept of codimension-1 LCSs
as introduced in [56] essentially gives dynamical information on normal pertur-
bations of some hypersurface under investigation. From the point of view of
applications, that is probably the most important one, since (n− 1)-dimensional
manifolds locally divide the space into two halves and are therefore considered
to act as transport barriers. However, the methods presented so far do not give
any information on the dynamical behavior “within” the hyperbolic LCS, i.e. in-
formation on tangential perturbations.

The first of the aforementioned cases corresponds to the study of a diffeomor-
phism

ϕ : N → N ,

while the second corresponds to the study of a diffeomorphism

ϕ : N ⊂ RN → ϕ[N ] ⊂ RN .

HereN denotes an n-dimensional differentiable manifold.
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LetM with dimM = k be a differentiable submanifold of another differentiable
manifold N with dimN = n, which is possibly embedded in RN . We define the
normal bundle of M as the (fiber-wise) orthogonal complement of the tangent
bundle TM in TN , i.e. we have

TN = TM⊕ T⊥M.

Now repulsion rate and repulsion ratio are defined literally as in Definition 7.10.
In this setting Definition 7.12 makes sense as well. Finally, we have to restrict
the families of normal perturbations to those that lead to manifolds Mε which
stay inN . This can be achieved by using special Riemannian normal coordinates
F : D(F) ⊆ Rn → N of N in each point x ∈ M ⊂ N . By means of the exponen-
tial map at x ∈ M and an appropriate choice of an orthonormal basis in Rn one
can ensure that the resulting coordinates are aligned with tangent and normal
space ofM at x, i.e. F(0) = x and

span {∂0F(0), . . . , ∂k−1F(0)} = TxM, span {∂kF(0), . . . , ∂n−1F(0)} = T⊥x M.

Let α : U ⊆ Rk → Rn−k be bounded and continuously differentiable, where U is
a neighborhood of the origin. With the local parametrization F and the perturba-
tion profile α we consider perturbations of the form

(−θ, θ)×U ⊂ Rk+1 → N , (ε, u) 7→ F(u, εα(u)).

Obviously, all perturbations stay in N and (ε 7→ F(0, εα(0)))′(0) ∈ T⊥x M, i.e. we
indeed have a normal perturbation. In this setting, Definition 7.17 is meaning-
ful and due to the similarity one can hope that Theorem 7.18 and Theorem 7.20
hold analogously. In the general context ϕ : N → N , where N is an abstract
differentiable manifold, the directional derivatives in 1(iii) of the mentioned the-
orems have to be replaced by the Lie derivatives of the eigenvalue functions in
the directions of the eigenvector fields.

Next, we want to discuss what can be expected when applying the aforemen-
tioned procedure to the setting discussed in Section 7.2. More precisely, suppose
we consider a diffeomorphism ϕ : Rn → Rn, where we have identified a, for
instance, codimension-1 manifoldM1 as a repelling LCS. Assuming the charac-
terizations in Theorem 7.18 and Theorem 7.20 to hold analogously and restricting
ϕ to M1, we get that the linearization of ϕ and hence the Cauchy-Green strain
tensor are restricted to the direct sum of eigenspaces corresponding to the lower
n− 1 eigenvalues of C. Studying the restricted dynamics therefore means analyz-
ing structures based on the lower eigenvalues, too. When applied iteratively, one
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might be able to get dynamical information from the whole family of finite-time
Lyapunov spectra ΣFTL(t+, t−, ·).
One can draw parallels between the construction of spectral cones and manifolds
in Section 3.4 on the one hand and the iterative embeddings of hyperbolic LCS on
the other hand: it is the task of finding a “dynamical skeleton” which captures the
most important dynamical features. However, for both notions the mathematical
and the physical relevance seem to be still unclear; see also the discussion in the
last paragraphs of Section 3.4.





8 Conclusions

In this thesis we proposed an abstract framework for evolutionary processes on
compact time-sets, which covers different special cases from the literature. By
relying on the elementary notion of logarithmic difference quotient and by in-
troducing a natural topology on the linear finite-time processes, we were able to
generalize and to extend several existing approaches and results, such as continu-
ity of growth rates and of the spectrum. From that we easily obtained robustness
of finite-time hyperbolicity including sharp perturbation bounds. In the same
framework, we obtained finite-time analogues to classical linearization theorems
by means of continuity arguments rather than artificially extending the processes
to unbounded time-sets and invoking asymptotic arguments. Thus, we obtained
a complete description locally around a reference trajectory, realizing and making
explicit use of the inherent non-uniqueness of EMD-projections and local stable
manifolds, for instance. An open problem in this context is the establishment of a
state space decomposition into spectral subspaces/cones.

Furthermore, we described and implemented a general numerical approach to
the computation of growth rates. Future research should aim at finding suffi-
cient conditions for uniqueness of extremal subspaces, which in turn will make
the growth rate functions differentiable at their optimizers and the numerical ap-
proach via the Newton algorithm feasible. A comparison with existing alterna-
tive optimization codes as well as the implementation of a trust-region algorithm
for the computation of growth rates are further research targets. With powerful
computational methods at hand, applications to real-world problems will hope-
fully lead to new insights and to new theoretical challenges. In particular, they
would give the opportunity to find counter-examples to the state space decompo-
sition conjecture; recall the discussion at the end of Section 3.4.

As we mentioned in this work, hyperbolic LCSs are a very popular tool in the
analysis of oceanic, atmospheric and biological systems. So far, only codimen-
sion-1 manifolds were considered in applications. In higher-dimensional sys-
tems, also hyperbolic LCSs of higher codimension may play an important role in

109
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understanding the dynamics better. However, a physical motivation and an ex-
ample demonstrating the relevance of these structures are still to be found.

Another interesting research direction was started only recently. It is about pre-
dicting the formation of certain patterns in the close future, based on extracted
information over bounded time-sets; see [79, 84]. Once a theory for finite-time
predictions exists, the next step would be to establish a theory of finite-time con-
trol. Also, one can study finite-time processes on manifolds, static or dynamic,
which could open up new fields of application and again feed-back open prob-
lems to theoretical research.



A Differential Geometry

In this section, we recall notions from differential geometry and fix the notation.
For textbooks on differential geometry we refer the reader to [70, 85, 21, 1, 18, 80].
Note, however, that our notation differs at some points from the usual notation;
for more details and proofs see also [66].

Throughout this chapter let M, N denote two sets. We define

Map(M, N) := {A ⊆ M× N; A right-unique} .

For f ∈ Map(M, N) we set D( f ) := [N] f , i.e. the domain of f .

A.1 Differentiable Manifolds

A.1 Definition (Atlas). Let n ∈ N and r ∈ N0∪{∞}. We call a setA ⊆ Map(M,Rn)

an n-dimensional Cr-Atlas of M, if

(a)
⋃

ϕ∈A D(ϕ) = M,

(b) any ϕ ∈ A is injective,

(c) for any ϕ, ψ ∈ A one has: ϕ[D(ψ)] is open and the so-called change of coordi-
nates

ψ ◦ ϕ−1 : ϕ[D(ψ)] ⊆ Rn → Rn

is r-times continuously differentiable.

We refer to elements ϕ ∈ A of the atlas as charts and to (M,A) as an n-dimensional
Cr-manifold.

Let n ∈ N, r ∈ N0 ∪ {∞} and A be an n-dimensional Cr-atlas of M. Then
by

TA := {U ⊆ M; ∀ϕ ∈ A : ϕ[U] open}

111
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a topology on M is given. With respect to this topology any chart is a homeomor-
phism on its image. For p ∈ M, we denote by Up(TA) the filter of neighborhoods
(with respect to TA) around p.

In the following, we restrict to C∞-manifolds, which can be justified by Whitney’s
theorem, see [21], and refer to these as differentiable manifolds for short. Even
shorter, we refer to n-dimensional differentiable manifolds as n-manifolds.

A.2 Definition (Differentiability). Let m, n ∈ N, (M,A) be an m-manifold, (N,B)
be an n-manifold, p ∈ M, U ∈ Up(TA) and f : U ⊆ M→ N be a function. We say
that f is differentiable in p, if for any ϕ ∈ A with p ∈ D(ϕ) and any ψ ∈ B with
f (p) ∈ D(ψ) one has that

ψ ◦ f ◦ ϕ−1 : ϕ[ f−1[D(ψ)]] ⊆ Rm → Rn

is indefinitely differentiable in ϕ(p). We call a function f : M → N differentiable,
if f is differentiable in any p ∈ M. We call f : M → N a diffeomorphism, if f is
bijective and both f , f−1 are differentiable.

One can show that differentiability implies continuity and that, in order to check
for differentiability at a point, it suffices to test with an appropriate map ϕ ∈ A
and a ψ ∈ B. Furthermore, compositions of differentiable functions between
differentiable manifolds are differentiable. For two in p ∈ M differentiable func-
tions f , g : M → R we have that f + g, f g, and λ f , λ ∈ R, are differentiable in
p.

In the following, let (M,A) be an n-manifold, p ∈ M and ϕ ∈ A with p ∈ D(ϕ).
For j ∈ {1, . . . , n} we denote by πj : Rn → R the canonical projection on the j-th
coordinate. Additionally, let ϕj := πj ◦ ϕ for j ∈ {1, . . . , n}. Let U ∈ Up(TA) and
f : U ⊆ M→ R be differentiable in p. Then we define

∂ϕj f (p) := ∂j( f ◦ ϕ−1)(ϕ(p)) (j ∈ {1, . . . , n}).
Furthermore, we define an equivalence relation on functions that are differen-
tiable in p as follows: let U, V ∈ Up(TA) and f : U ⊆ M → R, g : V ⊆ M → R

be differentiable in p. Then f ∼p g, if there exists W ∈ Up(TA) with W ⊆ U ∩V,
such that f

∣∣
W = g

∣∣
W . The set

Fp(M) :=
{

f : U → R; U ∈ Up(TA), f differentiable in p
}
�∼p

is called the set of (function) germs in p. We denote the elements ofFp(M) by [ f ]∼p ,
where f is as in the definition. We define addition, multiplication and point eval-
uation on Fp(M) pointwise using representatives. In particular, for ϕ ∈ A with
p ∈ D(ϕ) we have [ϕj]∼p ∈ Fp(M) for each j ∈ {1, . . . , n}.
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A.3 Definition (Derivation, tangent space). A map X : Fp(M) → R is called
derivation on Fp(M), if X is linear and for any [ f ]∼p , [g]∼p ∈ Fp(M) one has

X([ f ]∼p [g]∼p) = [ f ]∼p(p)X([g]∼p) + X([ f ]∼p)[g]∼p(p)

= f (p)X([g]∼p) + X([ f ]∼p)g(p).

The set
Tp M :=

{
X : Fp(M)→ R; X derivation on Fp(M)

}
is called the tangent space of M at p.

The tangent space Tp M is a vector space and for each j ∈ {1, . . . , n} we have
that

∂ϕj

∣∣
p : Fp(M)→ R, [ f ]∼p 7→ ∂ϕj f (p),

is a derivation on Fp(M). Moreover,
(

∂ϕj

∣∣
p

)
j∈{1,...,n}

form the canonical basis of

Tp M with respect to the coordinates induced by ϕ. With respect to the canonical
basis a derivation X ∈ Tp M can be represented as

X =
n

∑
j=1

X([ϕj]∼p)∂ϕj

∣∣
p.

In Rn, considered as an n-manifold with the atlas generated by the global idRn -
chart, derivations with a coefficient vector v =

(
v1 · · · vn

)>
with respect to

the canonical basis can be identified with ∂v
∣∣

p, the directional derivative at p
with direction v ∈ Rn.

A.4 Definition (Tangent bundle). We denote by

TM :=
⊎

p∈M

Tp M :=
⋃

p∈M
{p} × Tp M

the total space of M and

πM : TM→ M, (p, X) 7→ p

the bundle projection. The triple (TM, πM, M) is referred to as the tangent bundle of
M.

We identify an element (p, X) ∈ TM with the derivation X. If M is an n-manifold,
then TM is a 2n-manifold.
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A.5 Definition (Vector field). A differentiable function X : M → TM with πM ◦
X = idM is called a vector field on M. The set of all vector fields on M is denoted
by X (M).

We denote by F (M) the set of all differentiable real-valued functions on M. This
together with the pointwise addition and multiplication forms a commutative
unital ring. Moreover, F (M) and X (M) are vector spaces over R. Addition-
ally, we can consider X (M) as an F (M)-module with the following “scalar”-
multiplication:

( f X)(p) := f (p)X(p),

where X ∈ X (M) and f ∈ F (M).

We can consider a given vector field X ∈ X (M) equivalently as

X̃ : F (M)→ F (M), f 7→ (p 7→ X([ f ]∼p)).

X̃ is sometimes referred to as the extension of X. However, we use X synony-
mously for X itself and its extension X̃.

A.6 Definition (Lie bracket). For two vector fields X, Y ∈ X (M) we define the
Lie bracket [X, Y] by

[X, Y]( f ) := XY f −YX f ,

where f ∈ F (M).

The Lie bracket [X, Y] of two vector fields X, Y ∈ X (M) is a vector field again, i.e.
[X, Y] ∈ X (M). Consequently, the Lie bracket can be established as a function
L := [·, ·] : X (M)× X (M) → X (M), and one speaks of LXY := L(X, Y) as the
Lie derivative of Y in the direction of X.

A.7 Definition (Differential/push-forward). Let F : M → N be a differentiable
function. We call

DF : TM→ TN, X 7→ DF(X) =
(
[ f ]∼F(πM(X))

7→ X
(
[ f ◦ F]∼πM(X)

))
the push-forward of f . For clarity, if we apply DF to some X ∈ Tp M we will also
write DF

∣∣
pX.

For the differential, we have the following chain rule: D(G ◦ F)
∣∣

p = DG
∣∣

F(p) ◦
DF
∣∣

p.
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A.8 Definition (Immersion, submersion, embedding, submanifold). Let (M,A)
be an m-manifold, (N,B) an n-manifold and F : M → N be differentiable. If for
any ϕ ∈ A, ψ ∈ B and p ∈ D(ϕ) ∩ F−1[D(ψ)] one has that ∂(ψ ◦ F ◦ ϕ−1)(ϕ(p))
is injective/surjective, then F is called an immersion/submersion. If F is an im-
mersion and F : M → F[M] is a homeomorphism onto its image, then F is called
embedding. If M ⊆ N and id : M → N is an embedding, then M is called an
(embedded) submanifold of N.

For immersions we have the following property.

A.9 Lemma. Let F : M→ N be an immersion. Then DF is injective.

The image F[M] ⊆ N of an m-manifold M under an embedding F is a submani-
fold of the n-manifold N. Necessarily, we have in this case m ≤ n. In the sub-
mersion case, we have the following result, also known as the submersion theo-
rem.

A.10 Proposition. Let M be an m-manifold, N an n-manifold and F : M → N be a
submersion. If y ∈ F[M], then F−1[{y}] ⊂ M is a submanifold of M of dimension
m− n.

A.2 Riemannian Manifolds

In the following, let M denote an n-manifold with (maximal) atlasA.

A.11 Definition ((Riemannian) Metric, Riemannian manifold). We call a family
g :=

{
gp; p ∈ M

}
of symmetric, positive-definite R-bilinear forms gp : Tp M ×

Tp M → R, p ∈ M, a Riemannian metric on M if for all ϕ ∈ A and any i, j ∈ N≤n

the functions

gϕ,ij : D(ϕ)→ R, p 7→ gp(∂ϕi

∣∣
p, ∂ϕj

∣∣
p) (A.1)

are differentiable. (M, g) is called an n-dimensional Riemannian manifold.

A.12 Example. We consider Rn as an n-manifold and identify its tangent spaces
with Rn. Then g = (gp)p∈Rn , with gp = 〈·, ·〉 the Euclidean scalar product, is a
Riemannian metric on Rn.
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A.13 Definition (Affine connection). An affine connection on M is a mapping

∇ : X (M)×X (M)→ X (M)

satisfying for all f ∈ F (M), X, Y, Z ∈ X (M):

(a) ∇(X, Y + Z) = ∇(X, Y) +∇(X, Z) and ∇(X + Y, Z) = ∇(X, Z) +∇(Y, Z)
(biadditivity);

(b) ∇( f X, Y) = f∇(X, Y) (F (M)-linearity in the first argument);

(c) ∇(X, f Y) = (X f )Y + f∇(X, Y).

We call ∇(X, Y) the covariant derivative of Y along X with respect to ∇. An affine
connection∇ is called torsion-free or symmetric if additionally for all X, Y ∈ X (M)

the equation ∇(X, Y)−∇(Y, X) = [X, Y] holds.

A.14 Example. Let U ⊆ Rn be open, X, Y ∈ X (U) with the canonical representa-
tion X = ∑n

i=1 fi∂i and Y = ∑n
j=1 gj∂j. Then ∇ defined as

∇(X, Y) :=
n

∑
j=1

X(gj)∂j =
n

∑
i,j=1

fi(∂igj)∂j

is an affine connection on U.

The gradient of some f ∈ F (M) with respect to a Riemannian metric g on M, de-
noted by gradg f , is defined as the unique vector field satisfying g(gradg f , X) =

∇(X, f ) := X f for any X ∈ X (M). Obviously, ∇ f := ∇(·, f ) as a covector/1-
form and gradg f ∈ X (M) are different objects. However, in Rn endowed with
the standard structure, i.e. with the atlas generated by the chart idRn , they can be
identified by transposition.

A.15 Definition (Curve in M, regular). Let a, b ∈ R with a < b. A differentiable
function c : (a, b)→ M is called a curve in M. We define ċ : (a, b)→ TM by

ċ(t)
(
[ f ]∼c(t)

)
:= Dc

∣∣
t

(
∂
∣∣
t

) (
[ f ]∼c(t)

)
= ( f ◦ c)′(t),

where t ∈ (a, b) and [ f ]∼c(t) ∈ Fc(t)(M). By Definition A.7 we have ċ(t) ∈ Tc(t)M.
The curve c is called regular if ċ(t) 6= 0 for all t ∈ (a, b). If (M, g) is a Riemannian
manifold then c is said to be evenly parametrized if for any t ∈ (a, b) one has

gc(t)(ċ(t), ċ(t)) = 1.
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A.16 Theorem. Let (M, g) be a Riemannian manifold. Then there exists a unique
torsion-free affine connection ∇ on M, satisfying the Ricci-identity:∧

X,Y,Z∈X (M)

Xg(Y, Z) = g(∇(X, Y), Z) + g(Y,∇(X, Z)). (A.2)

∇ is called Riemannian connection. Furthermore, ∇ satisfies the Koszul-formula:
for X, Y, Z ∈ X (M) one has

g(∇(X, Y), Z)) =
1
2
(Xg(Y, Z) + Yg(X, Z)− Zg(X, Y))+

+
1
2
(g(Z, [X, Y]) + g(Y, [Z, X])− g(X, [Y, Z])).

(A.3)

The Riemannian connection induces a notion of parallelism as follows.

A.17 Definition (parallel). Let (M, g) be a Riemannian n-manifold and ∇ the
associated Riemannian connection. Then Y ∈ X (M) is said to be parallel, if
∇(X, Y) = 0 holds for any X ∈ X (M).

A.18 Definition (Vector field along a curve). Let M, N be differentiable manifolds
and c : I ⊆ R → M be a regular curve. A differentiable function X : I → TM
satisfying πM ◦ X = c is called a (differentiable) vector field along c. We denote by
Xc(M) the set of vector fields along c, and Xc(M) is canonically an F (I)-module:
for f ∈ F (I) and X ∈ Xc(M) we have that f X with ( f X)(t) := f (t)X(t), t ∈ I, is
an element of Xc(M).

A.19 Example. By Definition A.15 we have that ċ is a vector field along c.

Next, we want to define what it means that a vector field is parallel along a curve.
To this end, we observe the following. Let (M, g) be a Riemannian manifold with
affine connection ∇ : X (M)× X (M) → X (M) and c : I := (a, b) ⊆ R → M be
a regular curve. Then ∇(·, Y) is a tensor field of type (1, 1) for each Y ∈ X (M).
By a representation result for tensor fields there exists for any t ∈ I a unique
mapping (∇(·, Y))c(t) : Tc(t) → Tc(t) such that

∇(X, Y)(c(t)) = (∇(·, Y))c(t)(X(c(t))).

We introduce the notation

∇(ċ(t), Y) := (∇(·, Y))c(t)(ċ(t)) ∈ Tc(t)M

for t ∈ I as well as ∇(ċ, Y) := (t 7→ ∇(ċ(t), Y)) ∈ Xc(M). Thus, the affine
connection ∇ induces a covariant derivative along vector fields along regular
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curves on X (M) and we can establish for any Y ∈ X (M) the following func-
tion:

∇(·, Y) : Xc(M)→ Xc(M), X 7→
(

t 7→ (∇(·, Y))c(t)(X(c(t)))
)
=: ∇(X, Y).

Our next aim is to define an analogous function for Y ∈ Xc(M).

A.20 Definition (Covariant derivative of vector fields along curves, cf. [24, Def.
10.1.10]). Let (M, g) be a Riemannian manifold with affine connection ∇ and
c : I := (a, b) ⊆ R→ M be a regular curve. An associated covariant derivative along
c is a mapping

∇
c

: Xc(M)→ Xc(M),

satisfying

(a) ∇
c

is additive,

(b) for any f ∈ F (I) and X ∈ Xc(M) we have ∇
c
( f X) = ḟ X + f∇

c
X,

(c) for any Y ∈ X (M) and t ∈ I we have ∇
c
(Y ◦ c)(t) = ∇(ċ(t), Y).

A.21 Lemma. Let (M, g) be a Riemannian n-manifold and c be a regular curve in M.
For each affine connection ∇ on M there exists a unique covariant derivative along c
associated to ∇.

Proof. Uniqueness: First, we prove local uniqueness. To this end, let ϕ ∈ A
and ∂1, . . . , ∂n be the local basis vector fields (with respect to ϕ) on D(ϕ) and
X ∈ Xc(M). Then X and ċ can be represented for t ∈ I as

X(t) =
n

∑
i=1

xi(t)(∂i ◦ c)(t), ċ(t) =
n

∑
j=1

ċj(t)(∂j ◦ c)(t).

Note that ∂i ∈ X (D(ϕ)) can be extended to a differentiable vector field on M. By
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definition we have

∇
c

X = ∇
c

(
n

∑
i=1

xi(∂i ◦ c)

)
=

n

∑
i=1

(
ẋi(∂i ◦ c) + xi∇c (∂i ◦ c)

)
=

n

∑
i=1

(ẋi(∂i ◦ c) + xi∇(ċ, ∂i))

=
n

∑
i=1

(
ẋi(∂i ◦ c) + xi∇

(
n

∑
j=1

ċj(∂j ◦ c), ∂i

))

=
n

∑
i=1

(
ẋi(∂i ◦ c) +

n

∑
j,k=1

xi ċj

(
Γk

ji ◦ c
)
(∂k ◦ c)

)

=
n

∑
k=1

(ẋk(∂k ◦ c)) +
n

∑
i,j,k=1

(
xi ċj

(
Γk

ji ◦ c
)
(∂k ◦ c)

)
=

n

∑
k=1

(
ẋk +

n

∑
i,j=1

xi ċj

(
Γk

ji ◦ c
))

(∂k ◦ c) ∈ Xc(M), (A.4)

with obvious evaluation at t ∈ I. Here, Γk
ji denote the Christoffel symbols with

respect to ϕ. Hence, the covariant derivative along c is uniquely determined by
the local coefficients of ċ and X as well as by the Christoffel symbols. Uniqueness
of ∇

c
now follows from their uniqueness.

Existence: By the above formula we can define a covariant derivative along c
locally, and the 3 requirements are easily checked. From uniqueness follows that
in regions of overlapping domains of charts D(ϕ)∩D(ψ) for two charts ϕ, ψ ∈ A
the two sets of Christoffel symbols define the same covariant derivative along c,
such that the definitions can be matched together along the whole curve c.

A.22 Definition (Parallelism along curves, geodesics). Let (M, g) be a Rieman-
nian manifold with affine connection ∇ and c : I := (a, b) ⊆ R → M be a reg-
ular curve. Then Y ∈ X (M) and X ∈ Xc(M) are said to be parallel along c if
∇(ċ, Y) = 0 and ∇

c
X = 0, respectively. A regular curve c in M is called geodesic if

ċ is parallel along c, i.e. ∇
c

ċ = 0.

A.23 Theorem (Existence and uniqueness of parallel vector fields). Let M be an
n-manifold with affine connection ∇, c : I ⊂ R → M be a regular curve in M, t0 ∈ I
and V ∈ Tc(t0)M. Then there exists a unique vector field X ∈ Xc along c such that
X(t0) = V and X is parallel along c.

For convenience, we give the full proof.
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Proof. First, let c[I] ⊆ D(ϕ) for some ϕ ∈ A. By the defining formula (A.4) we
have that X = ∑n

i=1 xi,ϕ(∂ϕi ◦ c) ∈ Xc is parallel along c if and only if

n

∑
k=1

(
ẋk,ϕ +

n

∑
i,j=1

xi,ϕ ċj,ϕ

(
Γk

ji ◦ c
)) (

∂ϕk ◦ c
)
= 0.

Due to the linear independence of (∂ϕk ◦ c)k∈{1,...,n}, this is equivalent to vanishing
coefficients, i.e. for k ∈ {1, . . . , n} we have

ẋk,ϕ(t) +
n

∑
i,j=1

ċj,ϕ(t)Γk
ji(c(t))xi,ϕ(t) = 0,

or rewritten in a systemẋ1,ϕ
...

ẋn,ϕ

+


∑n

j=1 ċj,ϕ(Γ1
j1 ◦ c) . . . ∑n

j=1 ċj,ϕ(Γ1
jn ◦ c)

...
. . .

...
∑n

j=1 ċj,ϕ(Γn
j1 ◦ c) . . . ∑n

j=1 ċj,ϕ(Γn
jn ◦ c)


x1,ϕ

...
xn,ϕ

 = 0. (A.5)

This is a first-order linear homogeneous system of differential equations with
C∞-coefficients, which, considered as an initial value problem with initial valuex1,ϕ(t0)

...
xn,ϕ(t0)

 =


V([ϕ1]∼c(t0)

)
...

V([ϕn]∼c(t0)
)

 (A.6)

is uniquely solvable. By setting

Xϕ(t) :=
n

∑
k=1

xk,ϕ(t)∂ϕk |c(t)

for t ∈ I we obtain a vector field, which is parallel along c and satisfies the initial
value condition. It remains to show independence of the local chart. Having this,
we can omit the initial requirement c[I] ⊆ D(ϕ) and obtain the vector field for all
t ∈ I by sticking together the pieces.

Without loss of generality assume t0 ∈ c−1[D(ϕ) ∩ D(ψ)], ψ ∈ A, and solve Eq.
(A.5) with ψ instead of ϕ with the corresponding initial value as in Eq. (A.6). For
t ∈ I with c(t) ∈ D(ψ) we set

Xψ(t) :=
n

∑
k=1

xk,ψ(t)∂ψk |c(t).
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We want to show that Xψ(t) = Xϕ(t) holds for all t ∈ I with c(t) ∈ D(ϕ)∩D(ψ).
Observe that the coefficients xi,ϕ are, by Eq. (A.4), the unique solutions of

n

∑
i=1

(
ẋi,ϕ(∂ϕi ◦ c) + xi,ϕ∇c (∂i,ϕ ◦ c)

)
= 0 (A.7)

with initial value (A.6). For t ∈ [D(ϕ) ∩ D(ψ)]c we have

Xψ(t) =
n

∑
j=1

xj,ψ(t)
n

∑
k=1

∂j(ϕk ◦ ψ−1)(ψ(c(t)))∂ϕk

∣∣
c(t)

=
n

∑
k=1

(
n

∑
j=1

xj,ψ(t)∂j(ϕk ◦ ψ−1)(ψ(c(t)))

)
∂ϕk

∣∣
c(t).

Now, for k ∈ {1, . . . , n} we set

χk(t) :=
n

∑
j=1

xj,ψ(t)∂j(ϕk ◦ ψ−1)(ψ(c(t))).

If we can show that (χ1, . . . , χn) also satisfy Eq. (A.7) with initial value (A.6), then
by the uniqueness of solutions follows χk(t) = xk,ϕ(t) and consequently Xψ(t) =
Xϕ(t) for all t ∈ c−1[D(ϕ) ∩ D(ψ)]. The initial value condition is satisfied by

χk(t0) =
n

∑
j=1

V([ψj]∼c(t0)
)∂j(ϕk ◦ ψ−1)(ψ(c(t0))) = V([ϕk]∼c(t0)

) = xk,ϕ(t0).

To check the second condition we calculate
n

∑
i=1

χ̇i(∂ϕi ◦ c) + χi∇c (∂ϕi ◦ c) =

=
n

∑
i=1

n

∑
j=1

(
ẋj,ψ∂j(ϕi ◦ ψ−1)(ψ ◦ c) + xj,ψ(∂j(ϕi ◦ ψ−1)(ψ ◦ c))′

)
∂ϕi ◦ c

+
n

∑
i=1

n

∑
j=1

xj,ψ∂j(ϕi ◦ ψ−1)(ψ ◦ c)∇
c
(∂ϕi ◦ c)

=
n

∑
j=1

ẋj,ψ(∂ψj ◦ c)

+
n

∑
j=1

xj,ψ

n

∑
i=1

(
(∂j(ϕi ◦ ψ−1)(ψ ◦ c))′∂ϕi ◦ c + ∂j(ϕi ◦ ψ−1)(ψ ◦ c)∇

c
(∂ϕi ◦ c)

)
=

n

∑
j=1

ẋj,ψ(∂ψj ◦ c) + xj,ψ∇c

(
n

∑
i=1

∂j(ϕi ◦ ψ−1)(ψ ◦ c)∂ϕi ◦ c

)
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=
n

∑
j=1

ẋj,ψ(∂ψj ◦ c) + xj,ψ∇c
(

∂ψj ◦ c
)

= 0.

This finishes the proof.

The vector field X in the previous theorem is also said to be parallel transported
along c.

A.24 Theorem. Let (M, g) be a Riemannian n-manifold with Riemannian connection
∇ and c be a regular curve in M. Then the following statements hold:

(a) For any p ∈ M and X ∈ Tp M with gp(X, X) = 1 there exist ε ∈ R>0 and a unique,
evenly parametrized geodesic c : (−ε, ε) → M such that c(0) = p and ċ(0) = X.
We denote this curve by c(p)

X : (−ε, ε)→ M.

(b) Let p ∈ M and S(Tp M) =
{

X ∈ Tp M; gp(X, X) = 1
}

be the unit sphere in Tp M.
Then there exists ε ∈ R>0 such that the mapping

expp : (−ε, ε)[S(Tp M)] ⊆ Tp M→ M, tV 7→ expp(tV) := c(p)
V (t),

is injective and differentiable. It is called the exponential map in p.

(c) Let p ∈ M. Then there exist ε ∈ R>0 and an open neighborhood U ⊆ M of p,
such that expp : B(0, ε) ⊆ Tp M → U ⊆ M is a diffeomorphism. Hence, the expo-
nential map defines a local parametrization around p and its inverse exp−1

p : U ⊆
M → Tp M ∼= Rn defines a chart around p, where exp−1

p (p) = 0. The associated
coordinates are referred to as (Riemannian) normal coordinates.

Observe that the normal coordinates can be further aligned to tangent and nor-
mal spaces of embedded submanifolds , for instance, if necessary, by composing
A ◦ exp−1

p , where A ∈ GL(n,R).



B Grassmann Manifolds

In the following we give a self-consistent introduction to Grassmann manifolds
and their representation by matrix manifolds. The presentation is based on [42, 2]
and all results are taken from these references if not stated otherwise.

Throughout, let n ∈ N>0 and k ∈ {1, . . . , n}. The object of investigation is the set
of all k-dimensional linear subspaces V ⊆ Rn, i.e.

Gr(k,Rn) := {V ⊆ Rn; V is a linear subspace, dim V = k} .

The objective is to establish Gr(k,Rn) as a Riemannian (differentiable) mani-
fold.

B.1 Topological & Metric Structure

In this section, we follow [42]. We consider A ∈ Rn×k as

A = (aij)i∈{1,...,n},j∈{1,...,k} =
(
a1 · · · ak

)
,

where ai = (aji)j∈{1,...,n} ∈ Rn, i ∈ {1, . . . , k}. We endow Rn×k with the norm
induced by the Frobenius inner product, i.e.

‖A‖ =
√

tr(A>A) =
∣∣∣(|a1|2 · · · |ak|2

)>∣∣∣
2
=

√
∑
i,j

a2
ij. (B.1)

We define the (non-compact) Stiefel manifold as

St(k,Rn) :=
{

A ∈ Rn×k; rk(A) = k
}

=
{

A =
(
a1 · · · ak

)
∈ Rn×k; a1, . . . , ak are linearly independent

}
.

St(k,Rn) is often referred to as the set of all k-frames (of linearly independent
vectors) in Rn. Note that St(k,Rn) is an open subset of Rn×k (as the preimage of

123
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the open set R \ {0} under the continuous map A 7→ det(A>A)). We define the
compact Stiefel manifold as

St∗(k,Rn) :=
{

A ∈ St(k,Rn); A>A = Ik

}
.

Clearly, St∗(k,Rn) is a bounded (by
√

k) and closed (as the preimage of the closed
set {Ik} under the continuous map A 7→ A>A) and hence compact subset of
St(k,Rn) and St∗(k,Rn) ↪→ St(k,Rn). It is often referred to as the set of all or-
thonormal k-frames of linearly independent vectors inRn.

We consider the map

π : St(k,Rn)→ Gr(k,Rn), A =
(
a1 · · · ak

)
7→ span {a1, . . . , ak} , (B.2)

and endow Gr(k,Rn) with the final topology with respect to π, which we call the
Grassmann topology, i.e. U ⊆ Gr(k,Rn) is open if and only if π−1[U] is open in
St(k,Rn). Let f ∈ L(Rk,Rn) be injective and A ∈ St(k,Rn) be the matrix rep-
resentation with respect to the canonical bases in Rk and Rn. Then π(A) can be
equivalently considered as f [Rk], i.e. the image of f .

B.1 Lemma. Consider Gr(k,Rn) with the Grassmann topology.

(i) The map π is surjective and for any A ∈ St(k,Rn) we have

π−1[π(A)] = {AP; P ∈ GL(k,R)} . (B.3)

(ii) The map π is continuous and open.

Proof. Obviously, π is surjective and continuous. Furthermore, A, B ∈ St(k,Rn)

span the same subspace, i.e. π(A) = π(B) if and only if there exists a P ∈
GL(k,R) such that B = AP. To see the sufficiency note that by assumption we
have A = BP and B = AQ = BPQ for some P, Q ∈ Rk×k, from which we directly
read off that P = Q−1 ∈ GL(k,R). On the other hand, the necessity is obvi-
ous. For an open subset V ⊆ St(k,Rn) we have π−1[π[V]] =

⋃
P∈GL(k,R)[V]P,

i.e. π−1[π[V]] is a union of open subsets. Thus, π[V] ⊆ Gr(k,Rn) is open by the
definition of the Grassmann topology.

Eq. (B.3) identifies Gr(k,Rn) with the quotient space

St(k,Rn)/GL(k,R) := {A[GL(k,R)]; A ∈ St(k,Rn)} , (B.4)
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which can be endowed with the structure of a quotient manifold; see [3, Section
3.4]. However, we define a topological and differentiable structure on Gr(k,Rn)

directly.

We consider the restriction of π to St∗(k,Rn), i.e. π := π
∣∣
St∗(k,Rn)

, and the “Gram-
Schmidt orthonormalization map”, i.e. GS(A) is the matrix obtained by the appli-
cation of the Gram-Schmidt orthonormalization method to the columns a1, . . . , an

of A. It is well-known that the Gram-Schmidt method defines a continuous map.
Thus, we have π ◦GS = π. Clearly, π is surjective and continuous.

Next, we show a characterization of the continuity of functions f defined on a
topological space endowed with the final topology with respect to some other
function and mapping to another topological space.

B.2 Lemma. Consider Gr(k,Rn) with the Grassmann topology. Let Ω be a topological
space and

f : Gr(k,Rn)→ Ω.

Then the following statements are equivalent:

(a) f is continuous; (b) f ◦ π is continuous; (c) f ◦ π is continuous.

Proof. (a)⇔ (b) follows from the definition of final topology with respect to π.

(b)⇒ (c) is obvious since π is the restriction of π.

(c)⇒ (b) follows from the representation f ◦ π = f ◦ π ◦ GS and the continuity
of GS.

One can show that the set

∆ :=
{
(A, B) ∈ St(k,Rn)2; ∃ P ∈ GL(k,R) : AP = B

}
is closed in St(k,Rn) × St(k,Rn) by realizing that (A, B) ∈ ∆ if and only if
rk
(

A B
)

= k. This condition can be characterized by the requirement that
all (continuous) k + 1 minors of

(
A B

)
vanish. The set of matrices satisfy-

ing this condition is hence closed. Since Gr(k,Rn) = π[St∗(k,Rn)], π is con-
tinuous and St∗(k,Rn) compact, we have that Gr(k,Rn) is compact, too, and it
remains to prove that the Grassmann topology is Hausdorff. To this end, let
L, M ∈ Gr(k,Rn) with L 6= M, A ∈ π−1[{L}], B ∈ π−1[{M}]. By Lemma B.1 we
have (A, B) 6∈ ∆ and since ∆ is closed, there exist neighborhoods UA and UB of
A and B, respectively, such that (UA ×UB) ∩ ∆ = ∅. By Lemma B.1 π[UA] and
π[UB] are disjoint open sets containing π(A) = L and π(B) = M. Summarizing,
we obtain the following result.
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B.3 Proposition. Gr(k,Rn) is a compact space with respect to the Grassmann topology.

Often, Gr(k,Rn) is endowed and investigated with the so-called gap metric, which
we introduce next.

B.4 Definition (Gap metric). We define

Θ : Gr(k,Rn)×Gr(k,Rn)→ R≥0, (L, M) 7→ ‖ΠL −ΠM‖ , (B.5)

where ΠX denotes the orthogonal projection on a subspace X and ‖·‖ denotes
the operator norm. Θ is called the gap metric on Gr(k,Rn).

In the literature, Θ(L, M) is also referred to as the opening between the subspaces
L and M and was originally introduced in [72]. By the Projection Theorem for
Hilbert spaces, there is a one-to-one correspondence between (closed) subspaces
U and orthogonal projections ΠU with im ΠU = U and ker ΠU = U⊥. Therefore,
it is easy to see that Θ is indeed a metric on Gr(k,Rn). Next we show some further
properties of the gap metric.

B.5 Proposition ([48, Theorems 13.1.1 & 13.1.2]). For L, M ∈ Gr(k,Rn)

(i) one has

Θ(L, M) = max

(
sup

x∈S∩L
d(x, M), sup

x∈S∩M
d(x, L)

)
, (B.6)

where d(x, M) := inf {|x− y| ; y ∈ M};
(ii) Θ(L, M) = Θ(L⊥, M⊥) ≤ 1;

(iii) Θ(L, M) < 1 ⇔ L ∩ M⊥ = L⊥ ∩ M = {0} ⇔ Rn = L ⊕ M⊥ =

L⊥ ⊕M.

Proof. (i) Let x ∈ L ∩ S . Then ΠMx ∈ M and it follows

|x−ΠMx| = |(ΠL −ΠM) x| ≤ ‖ΠL −ΠM‖ .

Therefore,
sup

x∈S∩L
d(x, M) ≤ ‖ΠL −ΠM‖ .

Analogously we have

sup
x∈S∩M

d(x, L) ≤ ‖ΠL −ΠM‖
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and we obtain

max

(
sup

x∈S∩L
d(x, M), sup

x∈S∩M
d(x, L)

)
≤ ‖ΠL −ΠM‖ = Θ(L, M).

To derive the complementary inequality, observe that by the Projection Theorem
in Hilbert spaces we have

ρL := sup
x∈S∩L

d(x, M) = sup
x∈S∩L

|x−ΠMx| = sup
x∈S∩L

|(I −ΠM)x| ,

ρM := sup
x∈S∩M

d(x, L) = sup
x∈S∩M

|x−ΠLx| = sup
x∈S∩M

|(I −ΠL)x| .

Consequently, we have for every x ∈ Rn that

|(I −ΠL)ΠMx| ≤ ρM |ΠMx| , and |(I −ΠM)ΠLx| ≤ ρL |ΠLx| . (B.7)

We estimate

|ΠM(I −ΠL)x|2 = 〈ΠM(I −ΠL)x, ΠM(I −ΠL)x〉
= 〈ΠM(I −ΠL)x, (I −ΠL)x〉
= 〈ΠM(I −ΠL)x, (I −ΠL)(I −ΠL)x〉
= 〈(I −ΠL)ΠM(I −ΠL)x, (I −ΠL)x〉
≤ |((I −ΠL)ΠM(I −ΠL)x)| |(I −ΠL)x| ,

thus by Eq. (B.7)

|ΠM(I −ΠL)x|2 ≤ ρM |ΠM(I −ΠL)x| |(I −ΠL)x|

and hence
|ΠM(I −ΠL)x| ≤ ρM |(I −ΠL)x| . (B.8)

On the other hand, using

ΠM −ΠL = ΠM(I −ΠL)− (I −ΠM)ΠL

and the orthogonality of ΠM, we obtain by Eqs. (B.8) and (B.7)

|(ΠM −ΠL)x|2 = 〈(ΠM(I −ΠL)− (I −ΠM)ΠL) x, (ΠM(I −ΠL)− (I −ΠM)ΠL) x〉
= |ΠM(I −ΠL)x|2 + |(I −ΠM)ΠLx|2

≤ ρ2
M |(I −ΠL)x|2 + ρ2

L |ΠLx|2

≤ max
{

ρ2
M, ρ2

L
}
|x|2 .
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Thus, we obtain
‖ΠL −ΠM‖ ≤ max {ρM, ρL} ,

which finishes the proof of (a).

(ii) The equality Θ(L, M) = Θ(L⊥, M⊥) follows directly from the definition, since
ΠL⊥ = I − ΠL. The estimate Θ(L, M) ≤ 1 holds by the observation that for
x ∈ S ∩ L we have d(x, M) = |ΠM⊥x| = |x| − |ΠMx| ≤ |x| = 1.

(iii) First note that the second equivalence is clear by the definition of decompo-
sitions. The first one follows from the following observation.

B.6 Claim. Let M ∈ Gr(k,Rn) and x ∈ S . Then x ∈ M⊥ if and only if d(x, M) = 1.

Proof of claim. The proof relies on the relation |x|2 = |ΠMx|2 + |ΠM⊥x|2. From
the relation we directly read off that

1 = |x|2 = |ΠM⊥x|2 = |(I −ΠM)x|2 = |x−ΠMx|2 = d(x, M).

Conversely, from d(x, M) = |ΠM⊥x|2 = |x|2 = 1 follows |ΠMx| = 0 and hence
x ∈ M⊥.

Due to the continuity of the norm and the compactness of S ∩ L the value of
Θ(L, M) is attained, so from Θ(L, M) < 1 follows L ∩ M⊥ = L⊥ ∩ M = {0}.
On the other hand, from Θ(L, M) = 1, which we (w.l.o.g.) assume to be attained
by supx∈S∩L d(x, M) = 1, follows that there exists some z ∈ S ∩ L such that
d(z, M) = 1 and by the claim z ∈ M⊥ holds.

As a consequence, we get that for any L ∈ Gr(k,Rn)

B[L, 1] = Gr(k,Rn), and B(L, 1) =
{

M ∈ Gr(k,Rn); Rn = L⊕M⊥
}

.

Our next aims are to prove that the gap metric on Gr(k,Rn) is equivalent to the
Hausdorff metric on the sections of two subspaces with the unit sphere (called the
spherical gap), and second to show the equivalence of the Grassmann topology to
the topology induced by the gap metric/Hausdorff metric.

B.7 Definition (Spherical gap metric, cf. also [67]). We define

Θ̃ : Gr(k,Rn)×Gr(k,Rn)→ R≥0,

(L, M) 7→ dH(S ∩ L,S ∩M) = max

(
sup

x∈S∩L
d(x,S ∩M), sup

x∈S∩M
d(x,S ∩ L)

)
,
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where dH denotes the Hausdorff metric defined on closed subsets of Rn. Θ̃ is
called the spherical gap metric on Gr(k,Rn).

B.8 Lemma ([49]). For any L, M ∈ Gr(k,Rn) holds

Θ(L, M) ≤ Θ̃(L, M) ≤ 2Θ(L, M).

Proof. We follow [67, p. 199]. The first inequality follows trivially from d(x, M) ≤
d(x, M ∩ S), x ∈ Rn. To show the second inequality it suffices to prove d(x, M ∩
S) ≤ 2d(x, M) for x ∈ S . By the definition of infimum, for any ε ∈ R>0 there ex-
ists y ∈ M \ {0} such that |x− y| < d(x, M) + ε. Define y0 := y

|y| ∈ S ∩M. Then
the estimate d(x, M ∩ S) ≤ |x− y0| ≤ |x− y| + |y− y0| holds. Furthermore,
since y and y0 are parallel, we have

|y− y0| =
∣∣∣∣y− y

|y|

∣∣∣∣ = ||y| − 1| = ||y| − |x|| ≤ |y− x| .

In summary, we have d(x, M ∩ S) < 2d(x, M) + 2ε, and since ε is arbitrary, the
prove is finished.

B.9 Corollary. The topologies on Gr(k,Rn) induced by Θ and Θ̃, respectively, coincide.

B.10 Remark. For a sequence (Xn)n∈N ∈ (Gr(k,Rn))N converging to X ∈ Gr(k,Rn)

with respect to Θ, i.e. ‖ΠXn −ΠX‖ n→∞−−−→ 0, we have by the definition of Haus-
dorff metric that for any x ∈ X there exists a sequence (xn)n∈N ∈ (S)N with
xn ∈ Xn for each n ∈ N such that xn

n→∞−−−→ x, and hence with respect to any
norm.

B.11 Remark. When Θ is introduced by Eq. (B.6) in the set of subspaces of gen-
eral Banach spaces, Θ does not necessarily satisfy the triangle inequality and can
therefore not be used to define a metric/topology. However, in Hilbert space one
can show equality to the expression given in Eq. (B.5), which we have used for
the definition and which obviously satisfies the conditions for a metric. On the
other hand, Θ̃ defines a proper metric even in the general Banach space case; see,
for instance, [67, IV.2.1] and the references therein.

Next we address our second aim, to show that the Grassmann topology coin-
cides with the topology induced by the gap metric Θ (or equivalently Θ̃). To
this end, we need to prove that the identity map from the topological space
Gr(k,Rn) with the Grassmann topology to the topological space Gr(k,Rn) with
the gap topology is continuous together with its inverse. Since Gr(k,Rn) with
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the Grassmann topology is compact and the metric space Gr(k,Rn) with the met-
ric Θ is Hausdorff, the continuity of the inverse follows directly from the conti-
nuity of the identity map. Furthermore, by Lemma B.2 it suffices to show that
π : St∗(k,Rn)→ (Gr(k,Rn), Θ) is continuous.

B.12 Proposition. The Grassmann topology in Gr(k,Rn) coincides with the topologies
induced by Θ and Θ̃, respectively.

Proof. Let A, B ∈ St∗(k,Rn) and π(A) = L, π(B) = M, i.e. L, M ∈ Gr(k,Rn).
It is well-known that the orthogonal projections onto L and M have the form
∑k

i=1〈ai, ·〉ai and ∑k
i=1〈bi, ·〉bi, respectively. Now we estimate

Θ(π(A), π(B)) = Θ(L, M) = ‖ΠL −ΠM‖

=

∥∥∥∥∥ k

∑
i=1
〈ai, ·〉ai −

k

∑
i=1
〈bi, ·〉bi

∥∥∥∥∥
=

∥∥∥∥∥ k

∑
i=1
〈ai, ·〉(ai − bi) +

k

∑
i=1
〈ai − bi, ·〉bi

∥∥∥∥∥
≤

k

∑
i=1
|ai| |ai − bi|+ |ai − bi| |bi|

≤ 2k
k

∑
i=1
|ai − bi| = 2k〈(1)i∈{1,...,k}, (|ai − bi|)i∈{1,...,k}〉

≤ 2k
√

k ‖A− B‖ ,

which implies the Lipschitz-continuity of π.

B.13 Corollary. The metric space (Gr(k,Rn), Θ) is complete.

B.2 Differentiable Structure

This section merges ideas of [42, 2]. To introduce the differentiable structure, we
make use of local affine cross sections. Let A ∈ St(k,Rn) and define

SA :=
{

B ∈ St(k,Rn); A>(B− A) = 0
}
=
{

B ∈ St(k,Rn); A>B = A>A
}

⊆
{

B ∈ St(k,Rn); det(A>B) 6= 0
}
=: TA ⊂ St(k,Rn),
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orthogonal to the fiber A[GL(k,R)] crossing through A. For B ∈ St(k,Rn) the
equivalence class B[GL(k,R)] = π−1[π(B)] intersects the cross section SA if and
only if B ∈ TA, and then in B(A>B)−1A>A. This can be seen by plugging BP
with P ∈ GL(k,R) in the definition of SA:

A>(BP− A) = 0 ⇔ A>BP = A>A ⇔ P = (A>B)−1A>A.

Since for each A ∈ St(k,Rn) we have A ∈ TA and TA is open, (TA)A∈St(k,Rn)

is an open covering of St(k,Rn). On the other hand, for B ∈ St(k,Rn) the set
{A ∈ St(k,Rn); B ∈ TA} equals TB and is therefore open as well. Let

UA := π[TA] =
{

π(B); B ∈ St(k,Rn), det(A>B) 6= 0
}
⊂ Gr(k,Rn)

be the set of subspaces whose representing fibers B[GL(k,R)] intersect the cross
section SA. We call the mapping

σA : UA → SA, L = π(B) 7→ B(A>B)−1A>A (B.9)

the cross section mapping.

B.14 Lemma. The following statements hold:

(i) (UA)A∈St(k,Rn) is an open covering of Gr(k,Rn).

(ii) For each A ∈ St(k,Rn) one has π−1[UA] = TA.

(iii) For each A ∈ St(k,Rn) one has that π
∣∣
TA

: TA ⊂ St(k,Rn) → UA is continuous
and open.

(iv) For each A ∈ St(k,Rn) one has that σA is continuous, π ◦ σA = idUA and
σAP(L) = σA(L)P for P ∈ GL(k,R) and L ∈ UA.

(v) For each B ∈ St(k,Rn) one has that TB 3 A 7→ σA(π(B)) is differentiable.

Proof. (i) The covering property is clear by the surjectivity of π and the fact that
(TA)A∈St(k,Rn) is an open covering of St(k,Rn). The fact that for each A ∈ St(k,Rn)

the set UA is open follows from the fact that both TA and π are open.

(ii) We have by definition that π−1[UA] = π−1[π[TA]] =
⋃

P∈GL(k,R)[TA]P = TA,
since TA is invariant under right-multiplication with elements from GL(k,R).

(iii) This is clear by the continuous embedding of TA in St(k,Rn) via the identity.
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(iv) In order to prove continuity of σA, by Lemma B.2 it is equivalent to show
the continuity of σA ◦ π : TA ⊂ St(k,Rn) → SA, which is obvious by the repre-
sentation in Eq. (B.9). To see that π ◦ σA = id observe that for B ∈ TA we have
(A>B)−1A>A ∈ GL(k,R). Let B ∈ TA and L := π(B) ∈ UA, then π(σA(L)) =

π(B(A>B)−1A>A) = π(B) = L. We show the homogeneity property by calcu-
lating

σAP(π(B)) = B((AP)>B)−1(AP)>AP = B(P>A>B)−1(AP)>AP

= B(A>B)−1(P>)−1P>A>AP = B(A>B)−1A>AP

= σA(π(B))P.

(v) This is clear with the fact that WB is open and with the representation in Eq.
(B.9).

Next, choose for each A ∈ St(k,Rn) an A⊥ ∈ St∗(n− k, n) such that A>A⊥ = 0 ∈
Rk×(n−k) and A>⊥A = 0 ∈ R(n−k)×k in the following way. Let A = U

(
Σ

0(n−k)×k

)
V>

be a singular value decomposition (SVD) with U ∈ O(n), V ∈ O(k) and Σ ∈ Rk×k

a diagonal matrix with positive diagonal entries. Define A⊥ := U
(

0k×(n−k)
W

)
for

some W ∈ R(n−k)×(n−k) satisfying WW> = In−k. We then verify

A>A⊥ = V
(

Σ> 0k×(n−k)

)
U>U

(
0k×(n−k)

W

)
= V

(
Σ> 0k×(n−k)

)(0k×(n−k)
W

)
= 0k×(n−k),

(B.10)

and consequently A>⊥A = 0(n−k)×k. This justifies the notation A⊥ since we have
π(A)⊥ = π(A⊥) due to the full rank of both matrices and their orthogonality
from Eq. (B.10). For preparatory reasons, we first consider

A⊥A>⊥ = U
(

0k×(n−k)
W

)(
0k×(n−k) W>

)
U> = U

(
0k×k 0k×(n−k)

0(n−k)×k In−k

)
U>

and secondly

A(A>A)−1A> = U
(

Σ
0(n−k)×k

)
V>

(
VΣΣV>

)−1
V
(

Σ 0(n−k)×k

)
U>

= U
(

Σ
0(n−k)×k

)
Σ−1Σ−1

(
Σ 0(n−k)×k

)
U>
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= U
(

Ik
0(n−k)×k

)(
Ik 0(n−k)×k

)
U>

= U
(

Ik 0k×(n−k)
0(n−k)×k 0(n−k)×(n−k)

)
U>

= U
(

In −
(

0k×k 0k×(n−k)
0(n−k)×k In−k

))
U>

= In − A⊥A>⊥. (B.11)

Note that (A>A)−1A> is the Moore-Penrose inverse to A since A has full rank. It
is well-known that for B ∈ St∗(k,Rn) the matrix BB> represents the orthogonal
projection onto π(B). Thus, we derived in Eq. (B.11) that A(A>A)−1A> repre-
sents the orthogonal projection onto π(A) and equivalently In − A(A>A)−1A>

represents the orthogonal projection onto π(A)⊥.

With respect to A ∈ St(k,Rn) we define the following family of functions

ϕA : UA → R(n−k)×k,

L = π(B) 7→ A>⊥σA(L) = A>⊥B(A>B)−1A>A.
(B.12)

B.15 Theorem. {ϕA; A ∈ St(k,Rn)} define a structure of differentiable manifold of
dimension k(n− k) in Gr(k,Rn) with parametrization

pA : R(n−k)×k → UA, K 7→ π(A + A⊥K)

for A ∈ St(k,Rn).

Proof. We need to prove that (a) the domains of the charts cover Gr(k,Rn), (b) all
charts are injective, (c) the image of any chart is mapped by any other chart to an
open subset of R(n−k)×k and (d) coordinate changes are smooth.

(a) By Lemma B.14(a) the domains of the charts ϕA, A ∈ St(k,Rn), are a covering
for Gr(k,Rn).

(b) To prove the invertibility of ϕA for an arbitrary A ∈ St(k,Rn) we need to
check if the parametrization pA is its inverse to obtain surjectivity. To this end, let
K ∈ R(n−k)×k and we calculate

ϕA(pA(K)) = A>⊥(A + A⊥K)(A>(A + A⊥K))−1A>A

=
(

A>⊥A + A>⊥A⊥K
) (

A>A + A>A⊥K
)−1

A>A

= K
(

A>A
)−1

A>A = K.
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To prove injectivity, let L ∈ UA, B ∈ π−1[{L}] and by making use of Eq. (B.11)
we calculate

pA(ϕA(L)) = π(A + A⊥A>⊥B(A>B)−1A>A)

= π(A + B(A>B)−1A>A− A(A>A)−1A>B(A>B)−1A>A)

= π(B(A>B)−1A>A) = π(B) = L.

(c) Clearly, ϕA and pA are continuous for every A ∈ St(k,Rn), i.e. ϕA is a homeo-
morphism. For A ∈ St(k,Rn) the domain of ϕA is open, thus UA ∩UB is open and
consequently ϕB[UA ∩UB] = p−1

B [UA ∩UB] ⊆ R(n−k)×k is open due to continuity
of pB for any B ∈ St(k,Rn).

(d) Let A, B ∈ St(k,Rn) be such that UA ∩UB 6= ∅. Then for K ∈ ϕA[UB] we have

ϕB ◦ pA(K) = B>⊥(A + A⊥K)(B>(A + A⊥K))−1B>B

=
(

B>⊥A + B>⊥A⊥K
) (

B>A + B>A⊥K
)−1

B>B,

which is smooth as the composition of smooth functions (multiplication and in-
version).

From Eq. (B.12) we directly read off the differentiability of π.

B.16 Corollary. Let Gr(k,Rn) be endowed with the differentiable structure from Theo-
rem B.15. Then π : St(k,Rn)→ Gr(k,Rn) as defined in Eq. (B.2) is differentiable.

Furthermore, with the charts at hand we obtain that σA is an immersion for any
A ∈ St(k,Rn).

B.17 Lemma. For any A ∈ St(k,Rn) the function σA : UA → SA is an immersion.

Proof. First, differentiability with respect to the charts is obvious. We need to
show that ∂(id ◦ σA ◦ ϕ−1

A )(ϕA(L)) ∈ L(R(n−k)×k,Rn×k) is injective for any L ∈
UA. By Theorem B.15 we have that ϕ−1

A = pA and that σA ◦ pA = (K 7→ A +

A⊥K), which has the constant derivative A⊥. By construction, A⊥ has full rank
and the injectivity is proved.



B.3. (FIBER) BUNDLE STRUCTURE 135

B.3 (Fiber) Bundle Structure

In this section, we follow [42]. It is known that GL(k,R) forms a real Lie-group,
see for instance [40, Example 2.4]. Next we establish π : St(k,Rn) → Gr(k,Rn)

as a principal GL(k,R)-bundle, i.e. a differentiable bundle with a differentiable
right GL(k,R)-action. This differentiable right GL(k,R)-action · on St(k,Rn) is
the right-multiplication with matrices P ∈ GL(k,R)

St(k,Rn)× GL(k,R)→ St(k,Rn), (A, P) 7→ AP. (B.13)

Also, if U ⊂ Gr(k,Rn) is open, we consider the GL(k,R)-action on U × GL(k,R)
defined by

(U × GL(k,R))× GL(k,R)→ U × GL(k,R), ((L, P), Q) 7→ (L, PQ). (B.14)

It is immediate that both are differentiable and effective, i.e. AP = A implies
P = I and (L, PQ) = (L, P) implies Q = I with A ∈ St(k,Rn), P, Q ∈ GL(k,R)
and L ∈ Gr(k,Rn).

B.18 Proposition. The function π together with the GL(k,R)-actions defined in Eqs.
(B.13) and (B.14) is a principal GL(k,R)-bundle.

Proof. We need to show that

(i) π is a fiber bundle, i.e. the “local triviality” is satisfied: for every L ∈
Gr(k,Rn) there is an open neighborhood U of L in Gr(k,Rn) and a diffeo-
morphism ψ : π−1[U]→ U × GL(k,R) such that the diagram

π−1[U]
ψ
> U × GL(k,R)

U

π

∨ proj0
<

commutes; here, proj0 denotes the projection onto the first component;

(ii) for every L ∈ Gr(k,Rn) its fiber π−1[{L}] is diffeomorphic to GL(k, n), and

(iii) the function ψ in a) is equivariant.

Concerning (i) let L ∈ Gr(k,Rn) and A ∈ π−1[{L}]. Then UA is an open neigh-
borhood of L and with

ψA : TA → UA × GL(k,R), B 7→ (π(B), (A>A)−1A>B),

θA : UA × GL(k,R)→ TA, (L, P) 7→ σA(L)P,
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the diagram commutes, as is easily checked. In particular, ψA and θA are differ-
entiable (by the differentiability of π and σA), inverse functions of each other and
consequently ψA is a diffeomorphism. Requirement (ii) is satisfied by
Lemma B.1(i). Finally, ψA is equivariant by the following calculation: let B ∈ TA
and P ∈ GL(k,R), then

ψA(BP) = (π(BP), (A>A)−1A>BP) = (π(B), (A>A)−1A>BP) = ψA(B)P.

As a consequence, we have that π is a surjective submersion.

B.4 Riemannian Structure

The Stiefel manifold can be endowed with the structure of a Riemannian mani-
fold by the Riemannian metric

〈X, Y〉A := tr((A>A)−1X>Y), (B.15)

where A ∈ St(k,Rn) and X, Y ∈ TA St(k,Rn). Note that this is different from the
Euclidean Riemannian structure we will also consider later. Since the Grassmann
manifold can be equivalently considered as a quotient manifold with respect to
the Stiefel manifold modulo GL(k,R) (see Eq. (B.4)), it can inherit the Rieman-
nian structure from the Stiefel manifold by turning it into a Riemannian quotient
manifold. Since subspaces are represented by matrices that span the subspaces,
the aim of this section is to find representations for notions connected with the
tangent bundle of the Grassmann manifold by objects connected with the tangent
bundle of the Stiefel manifold. To this end, the two notions of vertical bundle and
horizontal bundle are introduced as follows.

Let A ∈ St(k,Rn). Since St(k,Rn) is open in Rn×k one has that TA St(k,Rn) =

TAR
n×k = Rn×k. Next we decompose the tangent bundle T St(k,Rn) into two

subbundles, the aforementioned vertical and horizontal bundle. First, observe
that by Lemma B.1 π is surjective and as a consequence of the fiber bundle prop-
erty π is a submersion. Hence, by Proposition A.10 each fiber is a submani-
fold of dimension k2. The well-defined tangent space to the fiber π−1[{π(A)}]
is a subspace of TA St(k,Rn) and is called vertical space at A, denoted by VA,
i.e.

VA := TA(π
−1[{π(A)}]) = TA(A[GL(k,R)]) ∼= A[Rk×k],
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since GL(k,R) is open inRk×k. Equivalently, the vertical space can be represented
as

VA = ker Dπ
∣∣

A,

since π is constant on fibers. The horizontal space HA at A is, in the case of Rieman-
nian manifolds considered here, the orthogonal complement in T St(k,Rn) to VA.
This yields the tangent space to the local cross section through A, i.e.

HA := V⊥A =
{

Y ∈ T St(k,Rn); A>Y = 0
}
∼= A⊥[R(n−k)×k] ∼= TASA,

i.e. all matrices “orthogonal” to A. We denote by V St(k,Rn) and H St(kn) the ver-
tical and horizontal bundle associated to St(k,Rn), respectively.

B.19 Lemma. For any A ∈ St(k,Rn) one has TA St(k,Rn) = VA ⊕ HA.

Proof. This is easily verified making use of the full rank of A and A⊥ and their
orthogonality.

For short, we have the decomposition of the tangent bundle

T St(k,Rn) = V St(k,Rn)⊕ H St(k,Rn),

which is meant fiberwise and abbreviates the statement of Lemma B.19. By
Theorem B.15 we have that Gr(k,Rn) is a differentiable manifold of dimension
k(n − k). Hence, the tangent space at an arbitrary point L ∈ Gr(k,Rn) is a
vector space of the same dimension. By Lemma B.17 σA is an immersion and
due to Lemma A.9 the differential DσA : TUA ⊂ T Gr(k,Rn) → TSA ⊂ HA ⊂
T St(k,Rn) is injective. Furthermore, the tangent spaces have equal dimension so
that DσA is a vector space isomorphism between the tangent space Tπ(A) Gr(k,Rn)

and the horizontal space HA of the Stiefel manifold.

We denote by πGr and πSt the tangent bundle projections of Gr(k,Rn) and
St(k,Rn), respectively.

B.20 Definition (Horizontal lift). We define

{(A, X) ∈ St(k,Rn)× T Gr(k,Rn); π(A) = πGr(X)} → H St(k,Rn),

(A, X) 7→ XA := DσA
∣∣
π(A)

X,

and call XA the horizontal lift of X ∈ Tπ(A) Gr(k,Rn) at A.
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By what has been said before,
(
X 7→ XA

)
: Tπ(A) Gr(k,Rn) → HA is an isomor-

phism, i.e. YA is the only horizontal vector that represents Y ∈ Tπ(A) Gr(k,Rn)

in a sense specified in Proposition B.21(ii). In the next proposition we collect
some simple properties of the horizontal lift. We denote by ∂A f (x) the direc-
tional derivative of f in the direction A at x.

B.21 Proposition. Let A ∈ St(k,Rn), f ∈ Fπ(A)(Gr(k,Rn)), X ∈ X (Gr(k,Rn)),
Y ∈ Tπ(A) Gr(k,Rn), Z ∈ UA and P ∈ GL(k,R). Then the following statements hold:

(i) X ◦ π := (A 7→ X(π(A))A) ∈ X (St(k,Rn)), i.e. the horizontal lift of a vector
field on Gr(k,Rn) is a vector field on St(k,Rn).

(ii) Dπ
∣∣

AYA = Y, or, equivalently,
(

Dπ
∣∣

A

)∣∣∣
HA

is the inverse to
(
X 7→ XA

)
. By

definition, that means that YA is π-related to Y.

(iii) XAP = XAP.

(iv) A>YAP = 0.

(v) Y f ∼= ∂YA
( f ◦ π)(A).

Proof. (i) This holds by the definition of the push-forward and by Lemma B.14(v).

(ii) By Lemma B.14(iv) we have that

idUA = π ◦ σA.

Differentiating both sides yields in particular

Y = D(π ◦ σA)Y = Dπ
∣∣

ADσA
∣∣
π(A)

Y = Dπ
∣∣

AYA.

(iii) This follows from the homogeneity property of σA proved in Lemma B.14(iv).

(iv) This is a paraphrase of the orthogonality of A and HA.

(v) First observe that f ◦ π ∈ F (St(k,Rn)). In submanifolds of Rl derivations
(tangent vectors) and directional derivatives can be identified:

∂YA
( f ◦ π)(A) ∼= YA( f ◦ π) = Dπ

∣∣
AYA( f )

(ii)
= Y f .
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Next we define a Riemannian metric on Gr(k,Rn), which is in fact induced by
the horizontal lift and the Riemannian metric on St(k,Rn) given in Eq. (B.15). It
is natural in the following sense: it is the only Riemannian metric that turns π

into a Riemannian submersion, i.e. a submersion whose restriction of the differ-
ential to the horizontal bundle is an isometry; see Eq. (B.16) in connection with
Proposition B.21(ii).

B.22 Proposition (Riemannian metric). For L ∈ Gr(k,Rn), A ∈ π−1[{L}] ⊂
St(k,Rn) and X, Y ∈ TL Gr(k,Rn) we define

〈X, Y〉L = 〈X, Y〉π(A) := tr((A>A)−1X>AYA) =
〈

XA, YA
〉

A . (B.16)

Then the family (〈·, ·〉L)L∈Gr(k,Rn) is a Riemannian metric on Gr(k,Rn).

Proof. The inner product nature of 〈·, ·〉L for every L ∈ Gr(k,Rn) is obvious as
well as the differentiability, so it remains to check whether the definition is inde-
pendent of the choice of the representing matrix. Let therefore A, B ∈ π−1[{L}]
and P ∈ GL(k,R) such that B = AP. Then〈

XAP, YAP
〉

AP = tr(((AP)>AP)−1X>APYAP)

= tr((P>A>AP)−1P>X>AYAP)

= tr(P−1(A>A)−1X>AYAP)

= tr((A>A)−1X>AYA)

=
〈

XA, YA
〉

A

by the similarity-invariance of the trace.

B.23 Proposition (Lie bracket). Let X, Y ∈ X (Gr(k,Rn)) and A ∈ St(k,Rn). Then

[X, Y]Gr(π(A))A = Ππ(A⊥)[X ◦ π, Y ◦ π]St(A), (B.17)

where Ππ(A⊥) = A⊥A>⊥ = In − A(A>A)−1A> (recall Eq. (B.11)) and

[X ◦ π, Y ◦ π]St(A) = ∂X(π(A))A
(Y ◦ π)(A)− ∂Y(π(A))A

(X ◦ π)(A)

is the Lie bracket for vector fields on St(k,Rn).

Proof. By [85, Lemma 1.22] we have that [X ◦ π, Y ◦ π]St(A) ∈ TA St(k,Rn) is π-
related to [X, Y]Gr(π(A)). The projection Ππ(A⊥) makes it horizontal, such that

Ππ(A⊥)[X ◦ π, Y ◦ π]St(A) ∈ HA
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and is π-related to [X, Y]Gr(π(A)). These are the characterizing properties of
[X, Y]Gr(π(A))A and Eq. (B.17) is proved.

In the following we endow Gr(k,Rn) with the Riemannian structure induced by
the Riemannian metric given in Eq. (B.16).

The gradient of a function f ∈ F (Gr(k,Rn) with respect to the Riemannian metric,
denoted by gradGr f , is the vector field satisfying 〈gradGr f , X〉 = X f for any
X ∈ X (Gr(k,Rn)). Recall that in St(k,Rn) the Euclidean, i.e. induced by Rn×k

as in Eq. (B.1), Riemannian metric is given by 〈A, B〉St = tr(A>B). Thus, the
Euclidean gradient for g ∈ F (St(k,Rn)) with

gradSt g(A) = (∂ijg(A))i,j =: ∂⊗ g(A) ∈ Rn×k (B.18)

is characterized by

X( f ◦ π) ∼= ∂X( f ◦ π)(A) = tr(X> gradSt( f ◦ π)(A))

for A ∈ St(k,Rn), X ∈ TA St(k,Rn) and f ∈ F (Gr(k,Rn)). Alternatively, we
can define another gradient with respect to the metric defined in Eq. (B.15) and
denoted by gradA f accordingly. Note that for f ∈ F (Gr(k,Rn)) we have that
f ◦ π is constant on fibers and hence it follows that

〈gradA( f ◦ π)(A), X〉A = ∂X( f ◦ π)(A) = 0

for all X ∈ VA. Consequently, gradA( f ◦ π)(A) ∈ HA.

B.24 Lemma (Gradient). Let A ∈ St(k,Rn) and f ∈ F (Gr(k,Rn)). Then

gradGr f (π(A))A = gradA( f ◦ π)(A) = gradSt( f ◦ π)(A)A>A. (B.19)

Proof. Since gradA( f ◦π)(A) ∈ HA it suffices to consider horizontal tangent vec-
tors, that can be uniquely represented as the horizontal lift XA of a tangent vector
X ∈ Tπ(A) Gr(k,Rn). Consider the following equalities:

XA([ f ◦ π]∼A) =
〈

XA, gradA( f ◦ π)(A)
〉

A (B.20)

= tr
(
(A>A)−1X>A gradA( f ◦ π)(A)

)
, (B.21)

XA([ f ◦ π]∼A) =
〈

XA, gradSt( f ◦ π)(A)
〉

St

= tr
(
X>A gradSt( f ◦ π)(A)

)
, (B.22)

XA([ f ◦ π]∼A) = X([ f ]∼π(A)
) =

〈
X, gradGr f (π(A))

〉
π(A)

=
〈

XA, gradGr f (π(A))A

〉
A

. (B.23)
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Now, from Eqs. (B.21) and (B.22) we read off the second claimed equality, and
from Eqs. (B.20) and (B.23) the first one.

If M is a submanifold of a Euclidean space, then the Riemannian connection
∇(X, Y), X ∈ Tp M and Y ∈ X (M), consists in taking the directional derivative
of Y in the direction of X in the ambient Euclidean space and projecting the result
into Tp M. The projection step can be omitted in the case of St(k,Rn) since it is
an open subset of Rn×k. In other words, in St(k,Rn) the Riemannian connection
∇St is the directional derivative. On the other hand, in Gr(k,Rn) the Riemannian
metric gives rise to a unique Riemannian connection ∇Gr. The next result shows
that both Riemannian connections are related to each other through a horizontal
projection.

B.25 Proposition (Riemannian connection). Let A ∈ St(k,Rn) and
X, Y ∈ X (Gr(k,Rn)). Then

∇Gr(X(π(A)), Y)A = Ππ(A⊥)∇St
(
X(π(A))A, Y ◦ π

)
(B.24)

with
∇St
(
X(π(A))A, Y ◦ π

)
= ∂X(π(A))A

Y ◦ π(A). (B.25)

Proof. Obviously, both sides of Eq. (B.24) are elements of HA. Eq. (B.24) holds
if both sides have the same scalar product with every horizontal tangent vec-
tor, which can be represented by ZA for Z ∈ Tπ(A) Gr(k,Rn). Since the vertical
component of ∇St

(
X(π(A))A, Y ◦ π

)
is orthogonal to the horizontal space and

hence there is no contribution to the scalar product, it suffices to prove for each
Z ∈ Tπ(A) Gr(k,Rn) that〈

∇St
(
X(π(A))A, Y ◦ π

)
, ZA

〉
A
= 〈∇Gr(X(π(A)), Y), Z〉π(A) . (B.26)

This follows by expanding both sides in the Koszul formula Eq. (A.3), where it
suffices to consider terms of the following two types. Let X, Y, Z ∈ X (Gr(k,Rn)

and denote by X ◦ π := (A 7→ X ◦ πA) ∈ X (St(k,Rn)) the horizontal vector field
and consider the following as functions on St(k,Rn):

X ◦ π
〈
Y ◦ π, Z ◦ π

〉
=
(

A 7→ X ◦ πA

([〈
Y ◦ π, Z ◦ π

〉]
∼A

))
=

(
A 7→ X ◦ πA

([
〈Y ◦ π, Z ◦ π〉π(·)

]
∼A

))
=
(

A 7→ X ◦ πA

(
[〈Y, Z〉· ◦ π]∼A

))
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=
(

A 7→ Dπ
∣∣

AX ◦ πA

(
[〈Y, Z〉]∼π(A)

))
=
(

A 7→ X(π(A))
(
[〈Y, Z〉]∼π(A)

))
= (X 〈Y, Z〉) ◦ π,〈

X ◦ π,
[
Y ◦ π, Z ◦ π

]〉
=

(
A 7→

〈
X ◦ πA,

[
Y ◦ π, Z ◦ π

]
St (A)

〉
A

)
=
(

A 7→
〈

X ◦ πA, [Y, Z]Gr (π(A))A

〉
A

)
=
(

A 7→ 〈X(π(A)), [Y, Z]Gr(π(A))〉π(A)

)
= (〈X, [Y, Z]〉) ◦ π.

In summary, corresponding terms in the expansion in the Koszul formula of both
sides of Eq. (B.26) equal each other and the proof is finished.

In the following we consider regular curves on Gr(k,Rn). We do not state the do-
mains explicitly, but assume implicitly that they contain 0.

Let t 7→ C(t) ∈ Gr(k,Rn) be a regular curve on Gr(k,Rn). Recall that a vec-
tor field X ∈ XC(Gr(k,Rn)) along C is said to be parallel transported along C
if ∇

C
X = 0. A (regular) curve A : t 7→ c(t) ∈ St(k,Rn) on St(k,Rn) is called

horizontal if Ȧ(t) ∈ HA(t) for any t ∈ D(A).

Let t 7→ C(t) ∈ Gr(k,Rn) be a regular curve on Gr(k,Rn), π(A0) = C(0) ∈
Gr(k,Rn), A0 ∈ St(k,Rn). Then there exists a unique horizontal curve A : t 7→
A(t) such that A(0) = A0 and π(A(t)) = C(t) for all t ∈ D(C). The reason
for that is that locally the image of C is a submanifold in Gr(k,Rn). For simplic-
ity assume that this holds globally. The preimage of C under π is by Proposi-
tion A.10 a submanifold of St(k,Rn), on which we can define a horizontal vec-
tor field that is constant on fibers, i.e. for B ∈ π−1[C[D(C)]] ⊆ St(k,Rn) de-
fine

X(B) := Ċ(π(B))B.

For each A0 there exists a unique integral curve A through A0, i.e. a solution to
A(0) = A0 and Ȧ(t) = X(A(t)), satisfying π(A(t)) = C(t) for all t ∈ D(C).
By definition of X we have that A is horizontal and the projection property
follows from uniqueness. The curve A is called the horizontal lift of C through
A0.
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B.26 Proposition (Parallel transport). Let C be a regular curve on Gr(k,Rn), X ∈
XC(Gr(k,Rn)), A be a horizontal lift of C. Then

XA :=
(
t 7→ X(t)A(t)

)
∈ XC(St(k,Rn))

is the horizontal lift of X along A and X is parallel transported along C if and only if

ẊA(t) + A(t)
(

A(t)>A(t)
)−1

Ȧ(t)>XA(t) = 0, (B.27)

where
ẊA(t) = (s 7→ X(s)A(s))

′(t).

Proof. Let t ∈ D(C). We have that Ȧ(t) = Ċ(t)A(t) and(
∇
C

X
)
(t) = Ππ(A(t)⊥)∇St

(
Ċ(t)A(t), XA

)
= Ππ(A(t)⊥)∇St

(
Ċ(t)A(t), XA

)
= Ππ(A(t)⊥)∂Ċ(t)A(t)

XA(A(t))

= Ππ(A(t)⊥)∂Ȧ(t)XA(A(t))

= Ππ(A(t)⊥)ẊA(t)

by Proposition B.25. Thus, X is parallel transported along C if and only if

0 =

(
∇
C

X
)
(t) = Ππ(A(t)⊥)ẊA(t),

i.e. ẊA(t) ∈ VA(t). Consequently it is of the form

ẊA(t) = A(t)M(t) (B.28)

for some M : t 7→ M(t) ∈ Rk×k. By Proposition B.21(iv) we have

A(t)>XA(t) = 0.

Differentiation of the last equation yields

Ȧ(t)>XA(t) + A(t)>ẊA(t) = 0.

Plugging in Eq. (B.28) and solving for M(t) we obtain

M(t) = −
(

A(t)>A(t)
)−1

Ȧ(t)>XA(t),

and the proof is finished.



144 APPENDIX B. GRASSMANN MANIFOLDS

Next, we consider geodesics C : t 7→ C(t) ∈ Gr(k,Rn) with some reference point
C(0) = C0 and initial direction Ċ0 ∈ TC(0) Gr(k,Rn). The unique geodesic C
is characterized by ∇

C
Ċ = 0 and Ċ(0) = Ċ0. With this notation the following

holds.

B.27 Proposition (Geodesics). Let A0 ∈ π−1[{C0}] ⊂ St(k,Rn), Ċ0A0 =: Ȧ0 and

Ȧ0(A>0 A0)
−1/2 = UΣV>

be a thin singular value decomposition (SVD), i.e. U ∈ St∗(k,Rn), V ∈ St∗(k, k) and
Σ ∈ Rk×k is diagonal with nonnegative entries; see, for instance, [51, Section 2.5.4].
Then

C(t) = π(A0(A>0 A0)
−1/2V cos(tΣ) + U sin(tΣ)).

We define exp(Ċ0) := C(1).

Proof. Let t ∈ D(C) and A be the unique horizontal lift of C through A0, so that
Ȧ(t) = Ċ(t)A(t). Then by (B.27) we have

Ä(t) + A(t)
(

A(t)>A(t)
)−1

Ȧ(t)> Ȧ(t) = 0. (B.29)

Since A is horizontal, one has

A(t)> Ȧ(t) = 0 = Ȧ(t)>A(t). (B.30)

Thus, we have

·
̂(A>A) (t) = Ȧ(t)>A(t) + A(t)> Ȧ(t) = 0,

saying that t 7→ A(t)>A(t) is a constant function. Differentiation of Eq. (B.30)
yields

Ȧ(t)> Ȧ(t) + A(t)> Ä(t) = 0,

or equivalently
Ȧ(t)> Ȧ(t) = −A(t)> Ä(t). (B.31)

By plugging Eq. (B.31) into Eq. (B.29) we get

Ä(t)− A(t)
(

A(t)>A(t)
)−1

A(t)> Ä(t) = Ππ(A(t))⊥ Ä(t) = 0,
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saying that Ä(t) ∈ VA(t) and consequently it is of the form

Ä(t) = A(t)M(t) (B.32)

for some M : t 7→ M(t) ∈ Rk×k. With Eqs. (B.32) and (B.31) we obtain that

·
̂(Ȧ>A) (t) = Ä(t)> Ȧ(t) + Ȧ(t)> Ä(t)

= (A(t)M(t))> Ȧ(t) + Ȧ(t)>A(t)M(t)

= M(t)>A(t)> Ȧ(t) + Ȧ(t)>A(t)M(t) = 0,

i.e. t 7→ Ȧ(t)> Ȧ(t) is constant, too. Now consider the thin SVD

Ȧ0(A>0 A0)
−1/2 = UΣV> (B.33)

as in the statement of the proposition. Eq. (B.29) right-multiplied with (A>0 A0)−1/2

yields

Ä(t)(A>0 A0)
−1/2 + A(t)(A>0 A0)

−1/2((A>0 A0)
−1/2Ȧ>)(Ȧ(A>0 A0)

−1/2) = 0.

Plugging Eq. (B.33) into the last equation we obtain

Ä(t)(A>0 A0)
−1/2 + A(t)(A>0 A0)

−1/2VΣ2V> = 0,

and after right-multiplication with V

Ä(t)(A>0 A0)
−1/2V + A(t)(A>0 A0)

−1/2VΣ2 = 0.

With the abbreviation B(t) := A(t)(A>0 A0)−1/2V, the last equation reads

B̈(t) + B(t)Σ2 = 0,

from which the solution

B(t) = B(0) cos(tΣ) + Ḃ(0)Σ−1 sin(tΣ),

or equivalently

A(t)(A>0 A0)
−1/2V = A0(A>0 A0)

−1/2V cos(tΣ) + Ȧ0(A>0 A0)
−1/2VΣ−1 sin(tΣ),

can be read off directly. The assertion now follows from

C(t) = π(A(t)) = π(A(t)(A>0 A0)
−1/2V),

since (A>0 A0)−1/2V ∈ GL(k,R).
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Proposition B.27 shows that the Grassmann manifold with the Riemannian struc-
ture given by the Riemannian metric in (B.16) is complete, i.e. the geodesics are
defined on R. By [110] the Grassmann manifold is connected and hence, by the
Hopf-Rinow-theorem (see, for instance, [24, Theorem 10.4.16]), a complete met-
ric space with respect to the Riemannian distance function, also referred to as
the geodesic distance. However, the completeness of Gr(k,Rn) with respect to
the Riemannian distance function can be obtained alternatively with the notion
of principal angles; for an introduction see, for instance, [51, 12.4.3]. The dis-
tance function induced by the Riemannian metric (B.16) is the 2-norm of the
vector of principal angles denoted by θ. On the other hand, the gap metric Θ
corresponds to the sin of the largest principal angle, i.e. sin |θ|∞. Now, one eas-
ily verifies the (strong) equivalence of the gap metric and the geodesic distance,
i.e.

sin |θ|∞ ≤ |θ|2 ≤
2
√

k
π

sin |θ|∞ ,

from which the completeness of Gr(k,Rn) with respect to the geodesic distance
function follows. For other definitions of distance functions in terms of principal
angles see [36, 4.3].
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ferentialgleichungen vom Carathéodory-Typ. PhD thesis, Augsburg, 1999.

[103] S. Siegmund. Dichotomy Spectrum for Nonautonomous Differential Equa-
tions. Journal of Dynamics and Differential Equations, 14(1):243–258, 2002.

[104] S. Siegmund. Normal Forms for Nonautonomous Differential Equations.
Journal of Differential Equations, 178(2):541–573, 2002.

[105] S. T. Smith. Optimization techniques on Riemannian manifolds, pages 113–136.
Hamiltonian and Gradient Flows, Algorithms and Control. Fields Institute
Communications, AMS, 1994.
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gelegt.

Die vorliegende Dissertation habe ich an der Technischen Universität Dresden
unter der wissenschaftlichen Betreuung von Prof. Dr. rer. nat. habil. Stefan Sieg-
mund angefertigt.

Es wurden zuvor keine Promotionsvorhaben unternommen.

Ich erkenne die Promotionsordnung der Fakultät Mathematik und Naturwissen-
schaften der TU Dresden vom 23. Februar 2011 mit der letzten Änderung durch
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